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	Comment Type (Editorial, Technical)
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	Comment/Recommendation
	Additional Notes
	Disposition

	1
	Technical
	SG.CM-3, Configuration Change Control
	Standards Subgroup
	These references to the NISTIR requirements do not quite match the standard’s security requirement: the NISTIR should address persistence of data during upgrades of software or firmware
	Source of Gap: NEMA-SG-AMI-2009, Requirement 3.3.1, 3.4.1, 3.5.1, 3.6.1
	Action Item: will add language to SG.CM-3 supplemental guidance to cover the comment. – Mike Peters
(language below)

Configuration change control includes changes to the configuration settings for the Smart Grid information system and those IT products (e.g., operating systems, firewalls, routers) that are components of the smart grid information system. The organization includes emergency changes in the configuration change control process, including changes resulting from the remediation of flaws.  The organization also develops procedures that ensure that data is preserved during these update actions to ensure continuity of operations and in case the updates need to be “rolled back.”

COMMENT RESOLVED 6/21/12

	2
	Technical
	SG.SC-7, Boundary Protection
	 
	Defense in depth or layers of security are not directly addressed in the NISTIR security requirements (although there is a NISTIR section on the concept)
	Recommended Updates NISTIR 7628, Volume 1, Section 2.2.1

Defense-in-depth strategy: Security should be applied in layers, with one or more security measures implemented at each layer. The objective is to mitigate the risk of one component of the defense being compromised or circumvented. This is often referred to as “defense-in-depth.” A defense-in-depth approach focuses on defending the information (including customer), assets, power systems, and communications and IT infrastructures through layered defenses (e.g., firewalls, intrusion detection systems, antivirus software, system hardening, and cryptography). Because of the large variety of communication methods and performance characteristics, as well as because no single security measure can counter all types of threats, it is expected that multiple levels of security measures will be implemented. 

Defensive Model – Protects critical cyber assets that have similar cyber risks from other assets, systems, or equipment by establishing logical and physical boundaries to control the data transfer between boundaries.

This example defensive model below consists of four levels, with level 4 containing the most critical cyber assets and having the greatest level of protection.
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(Graphic file is larger – resized to fit table) 
The defensive model a multi-level defense against cyber compromise with risk evaluated and managed along the lines of connectivity between levels. Security at each level is designed to preclude an adversary from exploiting a security vulnerability at more than one level.

The defensive model architecture provides for cyber security defensive levels separated by security boundary devices, such as firewalls, at which digital communications are monitored and restricted to detect, prevent, delay, mitigate and recover from a cyber attack coming from the lower security level.

Cyber security controls (such as IDS, HIDS, OS Hardening, etc.) are identified and implemented for each level.

Physical barriers such as locked doors, locked cabinets, and or restricted areas are also used to mitigate risk.

Cyber assets, data flow, cyber controls, and physical controls are documented for each level in the defensive model.

Remote access is controlled or restricted to cyber assets located in the highest defensive levels.
	Principle of Defense in Depth is covered in 2.2.1 – do not need to updated SG.SC-7.
Action Item: Perhaps include defensive model background on 2.2.1. – Mark Ellison
(Current text in NISTIR in black, new proposed text in red, graphic also new)

For results of HLR discussion on 6/28/12, refer to file on Twiki: https://collaborate.nist.gov/twiki-sggrid/pub/SmartGrid/CSCTGHighLevelRequirements/Defense-in-depth-_NISTIR_29June2012_HLR_review.doc 

	3
	Technical
	No existing requirement
	 
	There is no requirement in the NISTIR for the organization to maintain a system or procedure to monitor vendors and other appropriate sources for patches that mitigate vulnerabilities of software in the organization's inventory.
	Efforts in NERC to update NERC guideline on Patch Management in control systems.
	Covered by SG.ID-4 and SG.AT-5.

	4
	Technical
	No existing requirement
	 
	No requirement to cover data protection lifetime - 

Regarding the data protection lifetime issue I brought up during today’s CSWG call, NISTIR 7628 Volume 1 explicitly addresses device/equipment lifetime*, certificate lifetime, and individual key lifetime/key agility. But with regard to data protection lifetime, there is the following text regarding the apparently intentional absence of certain requirements from the high-level requirements (HLR): 

“In terms of specific cryptographic suites of algorithms and key lengths, the cryptographic period requirements of NIST SP 800-57 should be used, as these requirements are not governed by anything to be found in the HLR, but by the intended lifetime of systems and their data or communication messages.”

In particular, there is no text within NISTIR 7628 Volume 1 that directly addresses data protection lifetime, such as that in SP 800-57 Part 1 below its Table 4 on “Recommended algorithms and minimum key sizes”:

“The algorithms and key sizes in the table are considered appropriate for the protection of data during the given time periods. Algorithms or key sizes not indicated for a given range of years shall not be used to protect information during that time period. If the security life of information extends beyond one time period specified in the table into the next time period (the later time period), the algorithms and key sizes specified for the later time shall be used. The following examples are provided to clarify the use of the table:
a. If information is encrypted in 2005 and the maximum expected security life of that data is only five years, any of the algorithms or key sizes in the table may be used. But if the information is protected in 2005 and the expected security life of the data is six years, then 2TDEA would not be appropriate.
b. If information is initially signed in 2009 and needs to remain secure for a maximum of ten years (i.e., from 2009 to 2019), a 1024 bit RSA key would not provide sufficient protection between 2011 and 2019 and, therefore, it is not recommended that 1024-bit RSA be used in this case. It is recommended that the algorithms and key sizes in the "Through 2030" row (e.g., 2048-bit RSA) should be used to provide the cryptographic protection. In addition, the signature must be generated using a hash algorithm of comparable or greater strength, such as SHA-224 or SHA-256.”
	I find the following (device/equipment- centric) text in NISTIR 7628 Volume 1 to be potentially misleading:

“Insecure algorithms. The probability that basic modern cryptographic algorithms, such as symmetric/asymmetric encryption and/or hash functions would become totally insecure is relatively low, but it always remains a possibility, as new breakthroughs occur in basic number theory, cryptanalysis, and new computing technologies. What is more likely is that subtle errors, patterns, or other mathematical results that reduce the theoretical strength of an algorithm will be discovered. There is also a long term (perhaps beyond the scope of many equipment lifetimes being deployed in Smart Grid) possibility of Quantum Computing (QC) being realized. The cryptographic consequences of QC vary, but current research dictates that the most relied upon asymmetric encryption systems (e.g. RSA, ECC, DH) would fail. However, doubling key sizes for symmetric ciphers (e.g. AES 128 bit to 256 bit) should be sufficient to maintain their current security levels under currently known theoretical attacks.”:

The sentence “There is also a long term (perhaps beyond the scope of many equipment lifetimes being deployed in Smart Grid) possibility of Quantum Computing (QC) being realized” seems to imply that it is not necessary to take data protection lifetime into account here (when initially deploying or field-upgrading equipment), i.e., it implies that it is sufficient to ensure that equipment is superseded immediately prior to the realization of new more powerful attacks. The language used also does not make it clear that even if e.g., 256-bit AES is used for (bulk) encryption of traffic, that may not matter if the public-key techniques used to enable the key agreement can be retroactively attacked.

*“Smart Grid equipment is often required to have an average life of 20 years, which is much longer than for typical information technology (IT) and communications systems.” 
	This belongs to Crypto subgroup.

	5
	Technical
	SG.SC-12 Use of Validated Cryptography (page 194)
	Michaela Iorga, NIST
	Category: Common Technical Requirements, Confidentiality    
Requirement. All of the cryptography and other security functions (e.g., hashes, random number generators, etc.) that are required for use in a Smart Grid information system shall be NIST Federal Information Processing Standard (FIPS) approved or allowed for use in FIPS modes.
Supplemental Guidance: For a list of current FIPS-approved or allowed cryptography, see Chapter Four Cryptography and Key Management.
	The title refers to "Validated Cryptography" but the requirement is silent about it. If "validated" systems are required, then the "validation" must be explained (e.g. validation by CMVP for conformance to FIPS 140-2). This is an incomplete normative requirement - no definition of "FIPS-approved or allowed" and of "FIPS mode".
	Suggested change: Change title from Use of FIPS Cryptography 
Action Item: Add additional consideration (draft language): 
Organizations may wish to ensure that vendors have validated or shown conformance of their cryptographic modules and other security functions.   


Category:  Unique Technical Requirements  

Requirement. The Smart Grid information system employs cryptographic mechanisms for all critical security parameters (e.g., cryptographic keys, passwords, security configurations) to prevent unauthorized disclosure of information at rest.

	Supplemental Guidance: For a list of current FIPS-approved or allowed cryptography, see Chapter Four Cryptography and Key Management.
	This is only a statement that was labeled "Requirement", does not really provide a requirement as written. If the statement is interpreted as requirement, it is not clear it is normative (no shall statement like in other requirements) - missing information regarding which cryptographic mechanisms are required to be used. The Supplemental Guidance indicates where to find a list that is not mentioned in the 'requirement" as being mandated/recommended/etc.
	Action Item: Point to SG.SC-12 in the requirement.  Can remove supplemental guidance. 

	7
	Technical
	4.1.2.2
	Michaela Iorga, NIST
	4.1.2.2 Cipher Suite
A cipher suite that is open (e.g., standards based, mature, and preferably patent free) and reasonably secure for wide application in Smart Grid systems would help enable interoperability. Factors to consider include a decision about which block ciphers (e.g., 3DES, AES) are appropriate and in which modes (CBC, CTR, etc.), the key sizes, to be used, and the asymmetric ciphers (e.g., ECC, RSA, etc.) that could form the basis for many authentication operations. The United States Federal Information Processing Standard (FIPS), the NIST Special Publications (SPs), and the NSA Suite B Cryptography strategy provide secure, standard methods for achieving interoperability. Device profile, data temporality/criticality/value should also play a role in cipher and key strength selection. FIPS 140-2 specifies requirements for validating cryptographic implementations for conformance to the FIPS and SPs.
	Descriptive statement of FIPS 140-2 - NOT a normative requirement
	This is not intended as a normative requirement; it is an informative statement.   

	8
	Technical
	4.1.2.3 - page 212
	Michaela Iorga, NIST
	The provisioning of digital certificates can be a much more cost-effective solution, because this does not require the level of coordination posed by symmetric key provisioning. With digital certificates, each device typically only needs one certificate for key establishment, and one key establishment private key that never leaves the device, once installed. Some products generate, store, and use the private key in a FIPS-140 hardware security module (HSM). In systems like this where the private key never leaves the hardware security module, it is not hard to see how such systems can offer higher levels of security with lower associated operational costs. Of course this explanation is a bit simplistic. For example, certificate provisioning involves several steps, including the generation of a key pair with suitable entropy, the generation of a certificate signing request (CSR) that is forwarded to a Registration Authority (RA) device, appropriate vetting of the CSR by the RA, and forwarding the CSR (signed by the RA) to the Certificate Authority (CA), which issues the certificate and stores it in a repository and/or sends it back to the subject (i.e., the device authorized to use the private key). CAs need to be secured, RA operators need to be vetted, certificate revocation methods need to be maintained, certificate policies need to be defined, and so on. Operating a PKI for generating and handling certificates can also require a significant amount of overhead and is typically not appropriate for small and some midsized systems. A PKI-based solution, which can have a high cost of entry, but requires only one certificate per device (as opposed to one key per pair of communicating devices), and may be more appropriate for large systems, depending on the number of possible communicating pairs of devices. In fact, the largest users of digital certificates are the Department of Defense (DoD) and large enterprises.
	Informative statement - NOT a normative requirement. Statement lacks the definition of a "FIPS 140 hardware security module". 
	This is not intended as a normative requirement; it is an informative statement.   


4.2.1.8   Physical Security Environment 

	The protection of Critical Security Parameters (CSPs), such as keying material and authentication data, is necessary to maintain the security provided by cryptography. To protect against unauthorized access, modification, or substitution of this data, as well as device tampering, cryptographic modules can include features that provide physical security.  There are multiple embodiments of cryptographic modules that may provide physical security, including: multichip standalone, multichip embedded, and single-chip devices. Specific examples of such device types providing cryptographic services and physical security include Tamper Resistant Security Modules (TRSMs), Hardware Security Modules, Security Authentication Module cards (SAM cards), which may have been validated as FIPS 140-2 cryptographic modules.
	Informative statement - NOT a normative requirement. 
	This is not intended as a normative requirement; it is an informative statement.   

	10
	Technical
	4.2.2.1.4 - page 228
	Michaela Iorga, NIST
	However, to determine a device’s tamper status, the device will need to incorporate methods, such as high assurance boot, secure software management, and local tamper detection via FIPS 140 mechanisms. Furthermore, the device will need to use remote device attestation techniques to prove to others that it has not been tampered with.
	A recommendation ( see language used: "will need to"), that refers to "FIPS 140 mechanisms". Neither FIPS 140-2 nor the latest FIPS 140-3 (currently in draft form) provide mechanisms for determining the "tamper status". FIPS 140-x provides the physical security requirements for each security level, for hardware, firmware and hybrid cryptographic modules. 
	Comment will be referred to Crypto/DPG for resolution.

	11
	Technical
	4.3.2..1 - 4.3.2.1.1 
	Michaela Iorga, NIST
	4.3.2.1   NIST-Approved Cipher Suite for Use in the Smart Grid 
4.3.2.1.1  Introduction
Because Smart Grid devices can have a long operating life, the selection of cryptographic algorithms, key length, and key management methods should take into consideration the NIST transition dates specified in the following. This document lists all of the FIPS 140-2 Approved and allowed Security Functions, Random Number Generators, and Key Establishment Techniques as identified in FIPS 140-2 Annexes A, C, and D (as of 5/11/2010) and identifies which of these will be phased out by NIST as indicated in the following NIST documents:
• SP 800-57 [§4.4-15]
• SP 800-131, DRAFT Recommendation for the Transitioning of Cryptographic Algorithms and Key Sizes [§4.4-20]
It is important to note that the information provided in this document (i.e., NISTIR 7628) is based on the following:
•  SP 800-131 is in Draft form. It is accounted for in this document because of the algorithm transition changes between 2011 and 2015. This document will be updated when the final version of SP 800-131 is released.
•  The algorithms/key lengths in this document are relevant and important for NEW Implementations and those that will last beyond the year 2015. For existing implementations (i.e., validated FIPS modules), there is an expected “transition period that is provided in SP 800-131.
	NOT a normative requirement referring to FIPS 140-2. Only an informative statement indicating from where the data presented in this NISTIR was collected.
	This is not intended as a normative requirement; it is an informative statement.   


4.3.2.1.3   Rationale

The CSWG is chartered to coordinate cyber security standards for the Smart Grid. Since one of the primary goals is interoperability, the CSWG needs to ensure that any standards under consideration be usable by all stakeholders of the Smart Grid.

In the area of cryptography, federal law31 requires that U.S. federal government entities must use NIST-approved or allowed algorithms. 

From FIPS-140-2: [§4.4-5]:

7. Applicability. This standard is applicable to all Federal agencies that use cryptographic-based security systems to protect sensitive information in computer and telecommunication systems (including voice systems) as defined in Section 5131 of the

Information Technology Management Reform Act of 1996, Public Law 104-106. This standard shall be used in designing and implementing cryptographic modules that Federal departments and agencies operate or are operated for them under contract. Cryptographic modules that have been approved for classified use may be used in lieu of modules that have been validated against this standard. The adoption and use of this standard is available to private and commercial organizations. 

 Given that many participants in the Smart Grid (including AMI) are U.S. federal agencies, interoperability requires that CSWG-listed standards be usable by them.    

 Finally, a team of NIST cryptographers and the broader cryptographic community and general public, under a rigorous process, have reviewed the NIST-approved or allowed cryptographic suite. The goal of this robust process is to identify known weaknesses. 

Examination of exceptions to the requirement:

The CSWG understands that there may exist standards and systems that take exception to this position on sound technical grounds and are potentially equally secure. The CSWG will consider these alternatives, based on submitted technical analysis that explains why the existing NIST-approved or allowed cryptographic suite could not be used. If the CSWG believes that the submitted technical analysis is sound, the CSWG will submit these other algorithms, modes, or any relevant cryptographic algorithms to NIST to be evaluated for approval for use in Smart Grid systems. 

----- 

	31: The Federal Information Security Management Act of 2002; the Information Technology Management Reform Act of 1996
	For interoperability purpose, CSWG recommends in this NISTIR the use of "NIST-approved or allowed algorithms", citing the FIPS 140-2, but accepts for evaluation other cryptographic algorithm for use within SG. Please note again, "NIST-approved or allowed" term is not defined and does not point directly to the FIPS 140-2 (or latest) definitions - is "NIST-approved or allowed" terminology specific to NISTIR 7628 or it is adopted from FIPS 140-2?
	Section 4.3.2.1.3: NIST-approved should be changed to FIPS-140-2 approved. 
Suggest having NIST-approved and FIPS-approved defined – recommendation to Crypto/DPG. (May want to include in section 4.1) 



	13
	Technical
	FIPS 140-2 Annex A: Approved Algorithms
	Michaela Iorga, NIST
	FIPS 140-2 Annex A: Approved Algorithms
Table 4-1 Symmetric Key – Approved Algorithms
	This is not the FIPS 140-2 Annex A. This is an Annex that summarizes/extracts information from the FIPS 140-2 Annexes and identifies which of listed cryptographic algorithms will be phased out by NIST
	 Change title to “Summary of FIPS 140-2 Annex A”

	14
	Technical
	FIPS 140-2 Annex A: Approved Algorithms
	Michaela Iorga, NIST
	Table 4-2 Asymmetric Key – Approved Algorithms
(see table in Annex A)
	see the Notes in comment 13, above.
	Change title to “Summary of FIPS 140-2 Annex A”

	15
	Technical
	FIPS 140-2 Annex A: Approved Algorithms
	Michaela Iorga, NIST
	Table 4-3 Secure Hash Standard (SHS) – Approved Algorithms
(see table in Annex A)
	see the Notes in comment 13, above.
	Change title to “Summary of FIPS 140-2 Annex A” 

	16
	Technical
	FIPS 140-2 Annex A: Approved Algorithms
	Michaela Iorga, NIST
	Table 4-4 Message Authentication – Approved Algorithms
(see table in Annex A)
	see the Notes in comment 13, above.
	 Change title to “Summary of FIPS 140-2 Annex A” 

	17
	Technical
	FIPS 140-2 Annex A: Approved Algorithms
	Michaela Iorga, NIST
	Table 4-5 Key Management – Approved Algorithms
(see table in Annex A)
	see the Notes in comment 13, above.
	  Change title to “Summary of FIPS 140-2 Annex A”

	18
	Technical
	FIPS 140-2 Annex A: Approved Algorithms
	Michaela Iorga, NIST
	Table 4-6 Deterministic Random Number Generators – Approved Algorithms
(see table in Annex A)
	see the Notes in comment 13, above.
	  Change title to “Summary of FIPS 140-2 Annex A”

	19
	Technical
	FIPS 140-2 Annex A: Approved Algorithms
	Michaela Iorga, NIST
	Table 4-7 Non-Deterministic Random Number Generators – Algorithms
(see table in Annex A)
	see the Notes in comment 13, above.
	  Change title to “Summary of FIPS 140-2 Annex A”

	20
	Technical
	FIPS 140-2 Annex A: Approved Algorithms
	Michaela Iorga, NIST
	Table 4-8 Symmetric Key Establishment Techniques – Approved Algorithms
(see table in Annex A)
	see the Notes in comment 13, above.
	  Change title to “Summary of FIPS 140-2 Annex A”

	21
	Technical
	FIPS 140-2 Annex A: Approved Algorithms
	Michaela Iorga, NIST
	Table 4-9 Asymmetric Key Establishment Techniques – Approved Algorithms
(see table in Annex A)
	see the Notes in comment 13, above.
	Change title to “Summary of FIPS 140-2 Annex A”


4.3.3  KMS Requirements Matrix

	4.3.3.1  Key Attribute Definitions
	Michaelaa Iorga, NIST
	Key material generation: The generation of key materials is secure and inline with established and known good methods, such as those listed in the NIST FIPS-140-2 standards.
	NOT a normative requirement - a definition that recommends the use of FIPS 140-2 standard.
	Comment will be referred to Crypto/DPG – look at SG.SC-12 (does this sufficiently cover it?)

	23
	Technical
	4.3.3.3
KMS Requirements - Table 4-13 KMS Requirements
	Michaela Iorga, NIST
	Key material and cryptographic operations protection:
Requirements for Software  protection […] references "FIPS 140-2 Level 1"
Requirements for Hardware protection (such as HSM) for Critical Security Parameters (CSPs) for Roots of security. "It is recommended where possible to use FIPS-140-2 Level 2 or above for Physical Security." and it references
	A recommendation, not a normative requirement indicating FIPS 140-2 compliance.
	Comment will be referred to Crypto/DPG – look at SG.SC-12 (does this sufficiently cover it?)

	24
	Technical
	4.3.3.3
KMS Requirements - Table 4-13 KMS Requirements
	Michaela Iorga, NIST
	Key material generation: 
References "FIPS 140-2, Section 4.7.2; Annex C: Approved Random Number Generators for FIPS PUB 140-2"   
Requirement: "NIST-approved RNGs need to be used."; References: "FIPS 140-2, Section 4.7.2 & Annex C: Approved Random Number Generators for FIPS PUB 140-2" 
	Requirement for use of "Approved methods" for keys generation (FIPS 140-2 requirements are invoked implicitly through the references column) no definition for "Approved method" Is provided. The term previously used was NIST-approved.
	 Comment will be referred to Crypto/DPG – look at SG.SC-12 (does this sufficiently cover it?)

	25
	Technical
	4.3.3.3
KMS Requirements - Table 4-13 KMS Requirements
	Michaela Iorga, NIST
	Key material provisioning:   
Requirement: "Keys entered over a network interface must be encrypted (not for trusted roots)."; Reference: "FIPS 140-2, Section 4.7.4"    
Requirement: "The manual entry of plaintext keys or key components must be performed over a trusted interface. ( e.g. a dedicated, physical point to point connection to an HSM) for some higher assurance modules it will also require split or encrypted key entry." Reference: "FIPS 140-2, Section 4.7.4"
	FIPS 140-2 requirements are invoked implicitly through the references column
	 Comment will be referred to Crypto/DPG – look at SG.SC-12 (does this sufficiently cover it?)

	26
	Technical
	4.3.3.3
KMS Requirements - Table 4-13 KMS Requirements
	Michaela Iorga, NIST
	Key material Destruction:    
Requirement: "Any media on which unencrypted keying material requiring confidentiality protection is stored shall be erased in a manner that removed all traces of the keying material so that it cannot be recovered by either physical or electronic means"; Reference: "FIPS 140-2, Section 4.7.6"
	FIPS 140-2 requirements are invoked implicitly through the references column
	Comment will be referred to Crypto/DPG – look at SG.SC-12 (does this sufficiently cover it?)

	27
	Technical/Editorial
	All
	Stan Klein
	The term “Additional Considerations” should be changed to “Unmapped Enhancements.”  These items are really enhancements that are not mapped into the baselines.  This is not explained in the text.
	 
	3.6.1: 

(Update) 5. …In both cases, the requirement enhancements are mapped to specific impact levels and are used in a Smart Grid information system…
(Update) 6. The Additional Considerations provide additional … may be used to augment the associated security requirement.  These are provided for organizations to consider as discretionary options as they implement Smart Grid information systems and security in accordance with their operational and risk profiles, and are not intended as security requirements. 


	28
	Technical/Editorial
	All
	Stan Klein
	The identification of requirements as GRCs is seriously faulty.  Many GRCs contain technical requirements and can not be assumed to fit the definition of GRC.  A new categorization is needed.
	 
	Suggested Action Item: Create SG.PM-9 Technical Aspects of Governance, Risk, and Compliance (GRC) Requirements : Requirement will contain a list of all GRC requirements (and sub-requirements) with technical aspects
TASKED TO STAN KLIEN (initial pass)

	29
	Technical 
	All 
	Stan Klein
	The requirements are too IT focused and do not fully recognize possible alternatives feasible in an electric power control system.  This especially applies to alternatives that make use of the active participation of power system dispatch personnel.
	Input from Mike:

Proposed language dealing with use cases and requirements for ICS

One of the items that need to be acknowledged for Industrial control systems is that many of the legacy equipment as well as current equipment that are in use in the critical infrastructures may not be able to incorporate the requirements contained within the NISTIR.  Yet they still need the protections offered by these requirements.  In addition, Industrial Control System devices operate and have different priorities/mechanisms than the standard corporate IT systems. Therefore some of the requirements contained within the NISTIR may be handled through different mechanisms. Therefore, users of the NISTIR would benefit from developing overarching security architecture for their system and determine which devices and which mechanisms would be used to incorporate/implement the various requirements. 

With the goal of design exercise being that the overall system having implemented this overarching security architecture which incorporates all of the necessary security requirements and which provides an overlay of security for those devices that may not be able to directly implement the individual security requirements due to technical limitations will provide adequate security.

This means that a device may only implement a subset of a requirement and rely on other devices providing the remainder of the protection from that requirement.  Or a specific requirement might have either physical elements or human elements handle some aspects of the requirement. For instance, for authentication, the use of a closed circuit TV camera and a call back to the control center might be used to authenticate a technician’s access into the control house of a sub-station. 

This also means that a USE case (as described in the NISTIR 7628) may not be wholly handled by one device and in some cases/infrastructures physical elements and/or human elements may be responsible for satisfying some of the security requirement aspects that are necessary for that USE case.

If this overarching security architecture is designed, implemented and documented correctly it should be fairly easy to determine whether the overall system has implemented the security requirements for the baseline of protection that the organization has determined is necessary for their operational system.
	Action Item: Mike Peters to put together some verbiage on how specific use cases may not be covered in a single requirement; covered across multiple requirements.  
Location to insert proposed text: Section 3.4, after paragraph on compensating security requirements.
Proposed text (at high-level) accepted by group; will need to do “word-smithing” edit.  

Need to remember to update language in Ch. 1 on ICS to reflect this.  

	30
	Technical 
	All 
	Stan Klein
	Mapping of requirements to baselines should take into account the PSRC H18 report and the related NERC CSSWG Guideline on protection of information.  These documents provide data sensitivities, especially for confidentiality.
	 
	Require specific suggestions on gaps. Need to compare use cases (PSRC, NERC) to determine baselines. Need to do quick scan at each document to ensure same definitions of CI&A.
Assign action item: STAN 

	31
	Technical
	SG.AC-15 A1
	Stan Klein
	This was intended to serve as inclusion of Supervisory Access Control per IEEE 1686 Clause 5.3.5.  However, it is not an accurate representation of that concept because Supervisory Access Control principally involves remote management by the power system dispatcher of local access at the device in the substation, based on out-of-band information such as knowledge of maintenance schedules and voice contact with the assigned technician.
	 Same as 29 – see edits there. 
	Action Item: Mike Peters to put together some verbiage on how specific use cases may not be covered in a single requirement; covered across multiple requirements. (Same as 29)

	32
	Technical
	All 
	Stan Klein
	The requirements need to better take into account the architecture of power system monitoring and control systems (e.g., many unattended remote devices including some physically unprotectable, control centers often staffed 24/7) and the multiple operational factors and sources of information that can be brought to bear on various decisions (e.g., multiple physical access controls – gate and control house -- plus truck location and schedule information before technician gets to local access  of substation device).
	 Same as 29 – see edits there.
	Action Item: Mike Peters to put together some verbiage on how specific use cases may not be covered in a single requirement; covered across multiple requirements.   (Same as 29 and 31)

	33
	Technical
	SG.AU-3
	Stan Klein
	Need to make clear that the audit information includes power system logging as well as cybersecurity logging.  Also note that power system logging includes both event data and serial collection of analog values (a.k.a. Oscillography).  Power system logging plays a major role in analysis of disturbances and other anomalous events/conditions.
	  
	This may be covered in 7.2.19.4 (Event Logs/Forensics) and on Page 1 Volume 1.  (May need to be expanded on, Mike Peters and Stan to look at.) 
Include in SG.AU “narrative” before existing first sentence (or 2nd paragraph) before SG.AU requirements. – need to wordsmith/decide final location in this volume. 
7.2.19.4 Event Logs and Forensics 

Proper analysis of event information is necessary in order to truly understand what occurred during the event. With the convergence of power systems with traditional IT systems this analysis must acknowledge both disciplines therefore organizations will most likely benefit from joint analysis of events. E.g. analysis teams need to evaluate Power system logging data as well as the cyber event logs in order to properly ascertain the actual causes of an event. Of critical importance in either of these analyses are accurate time sources.  Time stamps in event logs must be based on accurate time sources so that …

	34
	Technical
	SG.AU-15
	Frances via Stan
	Change title from audit generation to audit logging
	 
	Change title to Audit Record Generation
In SG.AU-15 A1, change “compile” to “consolidate”

	35
	
	SG.AC-21
	Dave Dalva
	Need more specific guidance on what a “good” password is.
	
	Add to supplemental guidance NIST SP 800-63 as a resource for password strength and password requirements (not sure of which section specifically).

	36
	
	SG.CM-8
	Dave Dalva
	Should SG.CM-8 requirement enhancement to include network diagram, and update supplemental guidance
	
	Reason why component inventory important to cyber; need to know what you have before you can secure it. Add requirement enhancement #6 to include network diagram.  

	37
	
	SG.SA-10
	Dave Dalva
	Suggest changing from CTR to GRC.
	
	Change from CTR to GRC modify A1 and A1 to make them more policy-oriented. 
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	SG.SA-11
	Dave Dalva
	Suggest changing from CTR to GRC
	
	Change from CTR to GRC
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	SG.SC-18
	Dave Dalva
	
	From Glen:
Original

SG.SC-18 System Connections

Category: Common Technical Requirements, Confidentiality

Requirement

All external Smart Grid information system and communication connections are identified and protected from tampering or damage.

Supplemental Guidance

External access point connections to the Smart Grid information system need to be secured to protect the Smart Grid information system. Access points include any externally connected communication end point (for example, dialup modems). 

Requirement Enhancements

None.

Additional Considerations

None.

Impact Level Allocation

Low: SG.SC-18

Moderate: SG.SC-18

High: SG.SC-18

Proposed
SG.SC-18 System Connections

Category: Common Technical Requirements, Confidentiality

Requirement


All external Smart Grid information system and communication connections are identified and protected from logical tampering and/or physical tampering and/or damage.

Supplemental Guidance

The intent of this requirement is to address end-to-end connection integrity.  For example, external access point connections to the Smart Grid information system need to be secured to protect the Smart Grid information system. Access points include any externally connected communication end point (for example, dialup modems
). 
This requirement applies to dedicated connections between Smart Grid information systems and does not apply to transitory, user-controlled connections.  

Requirement Enhancements

None.

Additional Considerations 
1. Logical connections should be monitored for changes in configuration or remote endpoint, when technically feasible.
2. 
Impact Level Allocation

Low: SG.SC-18

Moderate: SG.SC-18

High: SG.SC-18
	Proposed language change to clarify (how do we explain what this is meant to do) – Glen 
Then decide as group whether to keep as SG.SC-18 or move into SG.SC-7
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	SG.SC-19
	Dave Dalva
	Suggest changing from CTR to GRC
	
	Change to GRC with technical section. 
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	SG.IA-5
	Frances Cleveland
	Need process to process/application to application authentication req.
	
	

	42
	
	
	Frances Cleveland 
	Need to address reach of power system into insecure locations.
	Proposed text:
Reach of power system management and control into insecure locations will increase significantly in the future.

Power system management, monitoring and control, will increasingly extend away from the traditional power entities physical/security environment into external environments that the power entity has little or no influence/control over.
	Propose to add bullet to Section 3.4 Intro
Please review draft text @ left. 

	43
	
	SG.AU-8
	Stan Klein
	
	Requirement Enhancements 
1. The Smart Grid information system synchronizes internal Smart Grid information system clocks on an organization-defined frequency using an organization-defined, accurate time source. 


	Add word accurate to Req. enhancement.  

Group reached consensus on adding term accurate. 

	44
	
	
	Frances Cleveland
	
	
	Frances to send her running list to HLR list.  
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	3 – SG.SC-8 and SG.SC-9
	HLR Group discussion 8/23/12
	Suggest  including additional supplemental guidance (to either/or SG.SG-8 and SG.SC-9)
It is feasible to place this protection at one or more various locations 

within the communications stack.  Placement at each location carries

varying pros and cons.  

-(Placement of integrity has diff consequences than confidentiality)
	
	HLR group to review/wordsmith.
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	Chapter 3 “Front Matter/Narrative’
	HLR Group discussion 8/23/12
	ay need to add narrative - (Front matter - Location TBD)

The implementation of certain technical controls may impact other controls

and business functions.  Controls should be considered as a system to ensure that

they don't interfere with one another or business functions. 

(Look into a good home for this concept) Front matter point - need to ensure auditors treat requirements on system basis.
	
	HLR group to review/continue to discuss. 
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	Chapter 3 “Front Matter/Narrative’
	HLR Group discussion 9/20/12
	Develop short narrative to include in “front matter” of chapter 3 addressing cyber-physical requirements.
	
	Mike Peters to take first stab at narrative to include:
· 3 high-level cyber-physical attack scenarios (1 – physical attack informed by cyber, 2 – cyber enhancing a physical attack, 3 – use of a cyber system to cause physical harm)

· Point out that application of NISTIR HLR can help mitigate these issues and include pointers to other resources (standards, white papers, CPS conference proceedings).

	48
	
	Chapter 3 “Front Matter/Narrative’
	HLR Group discussion 9/20/12
	Develop short narrative/outline to potentially include in HLR front matter (and ask Privacy subgroup to include pointer in their work) to somehow identify cybersecurity requirements that support privacy.  
	
	Mike Peters – action item owner


�REMOVE CONFIDENTIALITY


�Add bump in the wire encryption. 





PAGE  
25
9/20/2012

_1401001785.vsd
Isolated Networks


LAYER 4


Non-critical Smart Grid Systems


LEVEL 2


Corporate Network


LEVEL 1


Internet
LEVEL 0


Unprotected & Untrusted


DMZ


DMZ


Critical Smart Grid Systems


LEVEL 3


LEVEL 4


Control Systems


Isolated Systems


Example Smart Grid Defensive Model



