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Introduction
[bookmark: _Toc273704899][bookmark: _Toc276464221]Correlation of Cybersecurity with Information Exchange Standards
Correlating cybersecurity with specific information exchange standards, including functional requirements standards, object modeling standards, and communication standards, is very complex. There is rarely a one-to-one correlation, with more often a one-to-many or many-to-one correspondence. 
First, communication standards for the Smart Grid are designed to meet many different requirements at many different “layers” in the communications “stack” or “profile,” one example of such a profile is the GridWise Architecture Council (GWAC) Stack.  Some standards address the lower layers of the communications stack, such as wireless media, fiber optic cables, and power line carrier. Others address the “transport” layers for getting messages from one location to another. Still others cover the “application” layers, the semantic structures of the information as it is transmitted between software applications. In addition, there are communication standards that are strictly abstract models of information – the relationships of pieces of information with each other. Since they are abstract, cybersecurity technologies cannot be linked to them until they are translated into “bits and bytes” by mapping them to one of the semantic structures.  Above the communications standards are other security standards that address business processes and the policies of the organization and regulatory authorities. 
Secondly, regardless of what communications standards are used, cybersecurity must address all layers – end-to-end – from the source of the data to the ultimate destination of the data. In addition, cybersecurity must address those aspects outside of the communications system in the upper GWAC Stack layers that may just be functional requirements or may rely on procedures rather than technologies, such as authenticating the users and software applications, and screening personnel. Cybersecurity must also address how to: cope during an attack, recover from it afterwards, and create a trail of forensic information to be used in post-attack analysis. 
Thirdly, the cybersecurity requirements must reflect the environment where a standard is implemented rather than the standard itself: how and where a standard is used must establish the levels and types of cybersecurity needed. Communications standards do not address the importance of specific data or how it might be used in systems; these standards only address how to exchange the data. Standards related to the upper layers of the GWAC Stack may address issues of data importance.
Fourthly, some standards do not mandate their provisions using “shall” statements, but rather use statements such as “should,” “may,” or “could.” Some standards also define their provisions as being “normative” or “informative.” Normative provisions often are expressed with “shall” statements. Various standards organizations use different terms (e.g., standard, guideline) to characterize their standards according to the kinds of statements used. If standards include security provisions, they need to be understood in the context of the “shall,” “should,” “may,” and/or “could” statements, “normative,” or “informative” language with which they are expressed.
Therefore, cybersecurity must be viewed as a stack or “profile” of different security technologies and procedures, woven together to meet the security requirements of a particular implementation of a stack of policy, procedural, and communication standards designed to provide specific services. Ultimately, cybersecurity as applied to the information exchange standards should be described as profiles of technologies and procedures which can include both “power system” methods (e.g. redundant equipment, analysis of power system data, and validation of power system states) and information technology (IT) methods (e.g. encryption, role-based access control, and intrusion detection).
There also can be a relationship between certain communication standards and correlated cybersecurity technologies. For instance, if TCP/IP is being used at the transport layer and if authentication, data integrity, and/or confidentiality are important, then TLS (transport layer security) should most likely (but not absolutely) be used. 
In the following discussions of information exchange standard(s) being reviewed, these caveats are taken into account.
[bookmark: _Toc273704900][bookmark: _Toc276464222]Standardization Cycles of Information Exchange Standards
Information exchange standards, regardless of the standards organization, are developed over a time period of many months by experts who are trying to meet a specific need. In most cases, these experts are expected to revisit standards every five years in order to determine if updates are needed. In particular, since cybersecurity requirements were often not included in standards in the past, existing communication standards often have no references to security except in generalities, using language such as “appropriate security technologies and procedures should be implemented.”
With the advent of the Smart Grid, cybersecurity has become increasingly important within the utility sector. However, since the development cycles of communication standards and cybersecurity standards are usually independent of each other, appropriate normative references between these two types of standards are often missing. Over time, these missing normative references can be added, as appropriate.
Since technologies (including cybersecurity technologies) are rapidly changing to meet increasing new and more powerful threats, some cybersecurity standards can be out-of-date by the time they are released. This means that some requirements in a security standard may be inadequate (due to new technology developments), while references to other security standards may be obsolete. This rapid improving of technologies and obsolescence of older technologies is impossible to avoid, but may be ameliorated by indicating minimum requirements and urging fuller compliance to new technologies as these are proven.
[bookmark: _Toc276464223]References and Terminology
References to the National Institute of Standards and Technology (NIST) security requirements refer to the NIST Interagency Report (IR) 7628, Guidelines to Smart Grid Cyber Security, Chapter 3, High-Level Security Requirements.
References to “government-approved cryptography” refer to the list of approved cryptography suites identified in Chapter 4, Cryptography and Key Management, of NISTIR 7628. Summary tables of the approved cryptography suites are provided in Chapter 4.3.2.1.
As noted, standards have different degrees for expressing requirements, and the security requirements must match these degrees. For these standards assessments, the following terminology is used to express these different degrees[footnoteRef:1]:  [1:  The first clause of each terminology definition comes from the International Electrotechnical Commission (IEC) Annex H of Part 2 of ISO/IEC Directives. The second clause (after “which”) comes from the Institute of Electrical and Electronics Engineers (IEEE) as a further amplification of the term.] 

· Requirements are expressed by “…shall…,” which indicates mandatory requirements strictly to be followed in order to conform to the standard and from which no deviation is permitted (shall equals is required to).
· Recommendations are expressed by “…should…,” which indicates that among several possibilities one is recommended as particularly suitable, without mentioning or excluding others; or that a certain course of action is preferred but not necessarily required (should equals is recommended that).
· Permitted or allowed items are expressed by “…may…,” which is used to indicate a course of action permissible within the limits of the standard (may equals is permitted to).
· Ability to carry out an action is expressed by “…can …,” which is used for statements of possibility and capability, whether material, physical, or causal (can equals is able to).
· The use of the word must is deprecated, and should not be used in these standards to define mandatory requirements. The word must is only used to describe unavoidable situations (e.g. “All traffic in this lane must turn right at the next intersection.”)
Guidelines for Assessing Wireless Standards for Smart Grid Applications
[bookmark: _Toc273453952]Description of Document
The dual logo standard, IEC 61588/IEEE 1588 (IEEE Standard for a Precision Clock Synchronization Protocol for Networked Measurement and Control Systems), defines the Precision Time Protocol (PTP).  PTP is provided in this standard that enables precise synchronization of clocks in measurement and control systems implemented with technologies such as network communication, local computing, and distributed objects. The protocol is applicable to systems communicating by local area networks supporting multicast messaging including, but not limited to, Ethernet. The protocol enables heterogeneous systems that include clocks of various inherent precision, resolution, and stability to synchronize to a grandmaster clock. The protocol supports system-wide synchronization accuracy in the sub-microsecond range with minimal network and local clock computing resources.
A PTP system is a distributed, networked system consisting of a combination of PTP and non-PTP devices. PTP devices include ordinary clocks, boundary clocks, end-to-end transparent clocks, peer-to-peer transparent clocks, and management nodes. Non-PTP devices include bridges, routers, and other infrastructure devices, and possibly devices such as computers, printers, and other application devices.
The document is organized as follows:
1. Overview
2. Normative references
3. Definitions, acronyms, and abbreviations
4. Conventions
5. Data types and on-the-wire formats in a PTP system
6. Clock synchronization model
7. Characterization of PTP entities
8. PTP data sets
9. PTP for ordinary and boundary clocks
10. PTP for transparent clocks
11. Clock offset, path delay, residence time, and asymmetry corrections
12. Synchronization and syntonization of clocks
13. PTP message formats
14. TLV entity specifications
15. Management
16. General optional features
17. State configuration options
18. Compatibility requirements
19. Conformance
Annex A (informative) Using PTP
Annex B (informative) Timescales and epochs in PTP
Annex C (informative) Examples of residence and asymmetry corrections
Annex D (normative) Transport of PTP over User Datagram Protocol over Internet Protocol Version 4
Annex E (normative) Transport of PTP over User Datagram Protocol over Internet Protocol Version 6
Annex F (normative) Transport of PTP over IEEE 802.3 /Ethernet
Annex G (normative) Transport of PTP over DeviceNET
Annex H (normative) Transport of PTP over ControlNET
Annex I (normative) Transport of PTP over IEC 61158 Type 10
Annex J (normative) Default PTP profiles
Annex K (informative) Security protocol (experimental)
Annex L (informative) Transport of cumulative frequency scale factor offset (experimental)
Annex M (informative) Bibliography
[bookmark: _Toc273453953]Assumptions
IEEE 1588 standardizes the Precision Time Protocol (PTP), which defines the semantics and the syntax of messages used to synchronize clocks very precisely.  The implementation of this standard is expected to run over any local area network. 
Assessment of Cybersecurity Content 
The cybersecurity content of this standard is limited to addressing the integrity of the PTP messages. The security information is included in an experimental and informative Annex K.  Annex K: (informative) Security Protocol (experimental) contains a discussion of the PTP security extension and protocol.  The PTP security protocol uses symmetric message authentication code functions and provides group source authentication, message integrity, and replay protection. The security protocol does not provide non-repudiation.
Although Annex K is informative, it is crucial to distinguish between:
Security techniques being standardized AND mandated for all implementations (which would be the case if Annex K were normative), and 
Security techniques being standardized BUT NOT mandated, thus allowing implementations to decide whether or not to include security. In this case, if security is to be implemented, then Annex K declares that the statements describing the security techniques should be interpreted as “shall” statements.
Does the standard address cybersecurity? If not, should it? 
Yes, the standard should address cybersecurity for the PTP messages.  
What aspects of cybersecurity does the standard address and how well (correctly) does it do so? 
The correlations between this document and the security requirements described in NISTIR 7628’s Chapter 3, families and requirements, are shown in Table 1 below. 
Table 1: Correlations between Standard being Assessed and the NISTIR Security Requirements
	Reference in Standard[footnoteRef:2]  [2:  The references may be just the section numbers or could include the title of the section] 

	Applicable NISTIR 7628 Requirement
	Comments if NISTIR Requirement Is Not Completely Met 

	6.2 Principle assumptions about the network and implementation recommendations
	SG.SC-6 Resource Priority
	This standard assumes that external confirmation / processes will be used to prioritize PTP messages.

	Annex K.1
	SG.PM-1 Security Policy and Procedures
	Although security is described, Annex K is informative, not normative. This leaves the decision to implement the security measures up to the purchasers and implementers. Nonetheless, as stated in Annex K.1, the security technologies, if implemented are strongly advised to follow the requirements in Annex K: “Since this annex is not normative, the requirements are not expressed by the term “shall.” Instead the words “is (are) required to” are used. Implementers of this extension are advised to interpret the words “is (are) required to” in this annex as “shall” in order to implement correctly the extension in the event that this annex becomes normative in future editions of the standard.”

	Annex K.1
	SG.SC-8 Communication Integrity
	Partially meets the requirement.  The design is intended to protect the integrity of information within computed Integrity Check Value (ICU). However, not all relevant information is included therein (i.e. source address).

	Annex K.2
	SG.SC-12 Use of Validated Cryptography
	Although the NISTIR requirement for validated cryptography is met, the potential use of SHA-1 is no longer recommended.

	Annex K.2
	SG.SC-11 Cryptographic Key Establishment and Management
	Symmetric keys may be shared across all devices within a domain, which could be a vulnerability if any device is compromised.

	Annex K.2
	SG.SC-11 Cryptographic Key Establishment and Management
	Although key management is discussed briefly, the document does not meet the requirement, as it ultimately states that key distribution is out of scope.

	Annex K.2
	SG.SC-14 Transmission of Security Parameters
	Partially meets the requirements.  The security parameter transferred among clocks is according to Annex K[footnoteRef:3].  There is also a question of trust in providing initial time to Grandmaster clock. [3:  Annex K: (informative) Security Protocol (experimental) contains a discussion of the PTP security extension and protocol provide group source authentication, message integrity, and replay attack protection for PTP messages.  The PTP security protocol uses symmetric message authentication code functions. It provides group source authentication, message integrity, and replay protection. The security protocol does not provide non-repudiation.] 


	Annex K.2
	SG.SC-10 Trusted Path
	The paths between clock nodes are not assumed to be trusted, so secret keys and security associations are used to establish trusted paths. However, vulnerabilities have been noted that could cause paths to become untrustworthy.

	Annex K.3
	SG.SC-5 Denial-of-Service Protection
	Partially meets the requirement by minimizing the potential impact of messages that do not indicate they use security.  However, vulnerabilities exist by way of Source Address Modification and MAC Modification as specified in the Treytl and Hirschler (2009) reference.

	Annex K.3
	SG.AC-14 Permitted Actions without Identification or Authentication
	Clocks that do not use security may only receive time synchronization messages, but not send unsecured messages to secure clocks.

	Annex K.4
	SG.IA-5 Device Identification and Authentication
	Authentication is provided by challenge-response techniques 
There may be a concern about tampered devices masquerading as a good clock, compromising the best clock process, and proclaiming themselves as the better clock.

	Annex K.5
	SG.IA-5 Device Identification and Authentication
	The Replay vulnerability is mitigated by using a replay counter.

	Annex K.6
	SG.IA-5 Device Identification and Authentication
	A hash is used for authenticating messages. However, the source address is not included in the Integrity Check Value (ICV), allowing a possible denial-of-service or other attack in which the source is modified.

	Annex K.12
	SG.SC-26 Confidentiality of Information at Rest
	This standard does not discuss information at rest within the clocks such as the secret key.


What aspects of cybersecurity does the standard not address? Which of these aspects should it address? Which should be handled by other means? 
This standard lacks normative cybersecurity requirements and techniques, although the informative Annex K includes an optional and experimental Security Protocol, which (according to the Introduction) provides “the features to address applications where redundancy and security are a requirement.”
A number of potential vulnerabilities are noted in the standard:
· Section 6.2 (b) “PTP is tolerant of an occasional missed message, duplicated message, or message that arrived out of order. However, PTP assumes that such impairments are relatively rare.” If duplicated or otherwise invalid messages were to flood the network, then a denial of service attack would take place.
· Section 6.2 (e) allows for a network improperly designed for PTP to route general messages away from the transparent clock, causing “additional jitter and wander” in time synchronization.
· Section 6.2 (g) includes a potential vulnerability such that a network may not accord high priority status to PTP event messages, thereby allowing excessive jitter and wander in a high traffic network, which could cause a denial of service (DOS).  
· Annex K.1 provides “group source authentication, message integrity, and replay attack protection for PTP messages.” (K.1) by using Message Authentication Codes; however, the protocol does not treat the subject of non-repudiation (K.2).
· PTP Annex K defines an experimental security protocol for PTP.  Annex K uses the source protocol address as part of the attributes of the security association formed between sender and receiver clocks. If the source protocol address is modified by a transparent clock, the security association lookup described in K.7 fails and the received PTP message would be silently discarded. Annex K K.14.6 describes the processing rules for secure transparent clocks.
· Annex K scheme assumes that there is an association of the source protocol address and clock identity in PTP header. This may cause a problem when changing the MAC address, including One-step versus Two-step in changing the MAC address.
· Even assuming the security extension described in Annex K is implemented, it is unclear the level of security it offers in prevention of a rogue or malicious “clock” proclaiming itself a master or even grandmaster clock, becoming the “best master clock,” and causing other “slave” clocks to synch themselves to the wrong time. Although key management of the symmetric keys is outside the scope of this standard, this issue should be addressed in another standard and that source should be included as a normative reference.
· A “man in the middle” attack introducing delay into transmissions can offset the receiving clocks from accurate time.  The only protections possible are to physically prevent insertion of new attacking devices into the facility, and to provide protections to prevent any device in the communications path from being compromised into becoming such an attacker.
· There is need for a logging requirement to capture security events.  
A research paper was published enumerating two key security vulnerabilities with the Precision Time Protocol along with a standardized and non-standardized approach to mitigating the vulnerabilities - Treytl, Albert; Hirschler, Bernd (14.10.2009) Security Flaws and Workarounds for IEEE 1588 (Transparent) Clocks. (2009 International IEEE Symposium on Precision Clock Synchronization for Measurement, Control and Communication); Brescia, S. 103-108).  
Vulnerability 1: The source address in the header of PTP messages is not included in the Integrity Check Value (ICV). As a result, the source address may be modified—undetected—by a Man-in-the-Middle attacker acting as a Transparent Clock. This modification could lead to Denial of Service (DoS) and the Replay of old messages. 
Mitigations: Two mitigations are known. The first lies within boundary of the standard and is to disable dynamic security associations; however, this limits the usability of the standard requiring preconfigured security associations to exist between clocks. The second mitigation, while not-standardized, more effectively balances security with usability; including the sourcePortIdentity field (i.e. including the device MAC address) in the ICV calculation ensures that the source address cannot be modified without detection.
Vulnerability 2: Certain PTP messages have their MAC addresses modified within an 802.1 environment; this violates an assumption by IEEE 1588 that the MAC address remains unmodified. As a result, Security Association lookups can fail because of an incorrect source protocol address residing in the SA tables. A Transparent Clock would not answer the challenge-response and a slave clock remains in a challenge state until timeout leading to a Denial of Service (DoS) condition. 
Mitigation: The security workaround is to use the “sourcePortIdentity field inside the PTP header” as a basis to lookup security associations.
What work, if any, is being done currently or is planned to address the gaps identified above?  Is there a stated timeframe for completion of these planned modifications? 
IEEE is working on a profile of IEEE 1588. 
Recommendations 
The CSWG recommends the following:
The issues identified in Section 2.3.3 of this Review should be resolved.
A group should be established to determine if the IEEE 1588 standard should be revised to address the security vulnerabilities outlined by Treytl and Hirschler (2009).
The Annex K should be made normative, with the understanding that making security techniques normative does not necessarily mandate the use of security for all implementations.
At least grandmaster and master clocks should be required to implement security
At a minimum any profile should “make” Annex K as normative
Sections K.12 and K.14 should be referred to NIST for cryptographic review.
List any references to other standards and whether they are normative or informative. 
Normative References 
· Allan, D. W., Ashby, N., and Hodge, C., “Fine-tuning time in the Space Age,” IEEE Spectrum, Mar. 1998.
· Allan, D. W., Ashby, N., Hodge, C. C. “The science of timekeeping,” Hewlett Packard Application Note 1289, 1997.
· Balasubramanian, S., Harris K. R., and Moldovansky, A., “A frequency compensated clock for precision synchronization using IEEE 1588 protocol and its application to ethernet,” Workshop on IEEE 1588, Gaithersburg, MD, 2003.
· Eidson, J. C., et al., “Method for recognizing events and synchronizing clocks,” U.S. Patent 5,566,180, Oct. 15, 1996.
· IETF RFC 768 (1980), “User Datagram Protocol,” Postel, J., Aug. 1980.
· IETF RFC 791 (1981), “Internet Protocol,” Postel, J., Sept. 1981.
· IETF RFC 1305 (1992), “Network Time Protocol (Version 3),” Mills, D. L., Mar. 1992.
· IETF RFC 1589 (1994), “A Kernel Model for Precision Timekeeping,” Mills, D. L., Mar. 1994.
· IETF RFC 1624 (1994), “Computation of the Internet Checksum via Incremental Update,” Rijsinghani, A., ed., May 1994.
· IETF RFC 2104 (1997), “HMAC: Keyed-Hashing for Message Authentication,” Krawczyk, H., Bellare, M., and Canetti, R., Feb. 1997.
· IETF RFC 2404 (1998), “The Use of HMAC-SHA-1-96 within ESP and AH,” Madson, C., Nov. 1998.
· IETF RFC 2460 (1998), “Internet Protocol, Version 6 (IPv6) Specification,” Deering, S. and Hinden, R., Dec. 1998.
· IETF RFC 2783 (2000), “Pulse-Per-Second API for UNIX-like Operating Systems,” Mogul, J. and Stone, J., Mar. 2000.
· IETF RFC 4291 (2006), “IP Version 6 Addressing Architecture,” Hinden, R. and Deering, S., Feb. 2006.
· International Vocabulary of Basic and General Terms in Metrology (VIM), BIPM, IEC, IFCC, ISO, IUPAC, IUPAP, OIML, 2nd ed., 1993, definition 6.10.
· ISO/IEC 9945:2003, Information  technology - Portable Operating System Interface (POSIX®).
· ISO 8601:2004, Data elements and interchange formats Information interchange -Representation of dates and times.
· Items and pointers on <http://tycho.usno.navy.mil/time.html>, a Web page maintained by the U.S. Naval Observatory.
· ITU-T Recommendation G.810, Definitions and Terminology for Synchronization Networks, ITU-T, Geneva, Aug. 1996, Corregendum 1, Nov. 2001.
· National Institute of Standards and Technology, Secure Hash Signature Standard (SHS) (FIPS PUB 180-2).
· National Institute of Standards and Technology, The Keyed-Hash Message Authentication Code (HMAC) (FIPS PUB 180-2).
· Perlman, R., Interconnections, Bridges and Routers. Reading, MA: Addison-Wesley, 1992.
· Service de la Rotation Terrestre, Observatoire de Paris, 61, Av. De l'Observatoire 75014 PARIS (France).
· Sullivan, D. B., Allan, D. W., Howe, D. A., and Walls, F. L. eds., “Characterization of clocks and oscillators,” NIST Technical Note 1337, Mar. 1990.
· Wang, S., Cho, J., and Garner, G. M., “Improvements to boundary clock based time synchronization through cascaded switches,” 2006 Conference on IEEE 1588, Gaithersburg, MD, Oct. 2–4, 2006.
Informative References 
· IEC 61158-3-2:2007, Industrial communication networks—Fieldbus specifications—Part 3-2 (Ed.1.0): Data-link layer service definition—Type 2 elements.
· IEC 61158-4-2:2007, Industrial communication networks—Fieldbus specifications—Part 4-2 (Ed.1.0): Data-link layer protocol specification—Type 2 elements.
· IEC 61158-5-2:2007, Industrial communication networks—Fieldbus specifications—Part 5-2 (Ed.1.0): Application layer service definition—Type 2 elements.
· IEC 61158-5-10:2007, Industrial communication networks—Fieldbus specifications—Part 5-10: Application layer service definition—Type 10 elements.
· IEC 61158-6-2:2007, Industrial communication networks—Fieldbus specifications—Part 6-2 (Ed.1.0): Application layer protocol specification—Type 2 elements.
· IEC 61158-6-10:2007, Industrial communication networks—Fieldbus specifications—Part 6-10: Application layer protocol specification—Type 10 elements.
· IEC 61784-1:2007, Industrial communication networks—Profiles—Part 1: Fieldbus profiles.
· IEC 61784-2:2007, Industrial communications networks—Profiles—Part 2: Additional fieldbus profiles for real-time networks based on ISO/IEC 8802-3.
· IEC 62026-3:2007, Low-voltage switchgear and controlgear—Controller-device interfaces (CDIs)—Part 3: DeviceNet.
· IEEE Std 802®, IEEE Standard for Local and Metropolitan Area Networks: Overview and Architecture.
· IEEE Std 802.1ABTM, IEEE Standard for Local and Metropolitan Area Networks—Part 1AB: Station and Media Access Control Connectivity Discovery.
· IEEE Std 802.1QTM-2005, IEEE Standard for Local and Metropolitan Area Networks—Part 1Q: Virtual bridged local area networks.
· IEEE Std 802.3TM-2005, IEEE Standard for Information Technology—Telecommunications and information exchange between systems—Local and metropolitan area networks—Specific requirements—Part 3: Carrier sense
· multiple access with collision detection (CSMA/CD) access method and Physical Layer specifications.
· ISO/IEC 10646:2003, Information technology—Universal Multiple-Octet Coded Character Set (UCS)—Part 1: Architecture and Basic Multilingual Plane.
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