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[bookmark: _Toc338847823]Chapter Two  
Logical Architecture and Interfaces of the Smart Grid	Comment by Tanya Brewer: Somewhere in these first few pages should go your explanation about what has changed from the old version to the new.  Don’t worry if you go over 2 pages. Use as much space as needed to make it make sense.
This chapter includes a logical reference model of the Smart Grid, including all the major domains—service providers, customer, transmission, distribution, bulk generation, markets, and operations—that are part of the NIST conceptual model. The current update to this document includes the following changes:  
· Additional details on Defense-in-Depth strategies in section 2.2.2.
· Clarifications based on the SGAC review - specifically references to the SGAC, legacy systems, microgrids, Wide Area situation awareness is often shared between business entities, and market dynamics. 
In the future, the NIST conceptual model and the logical reference model included in this report will be used by the SGIP Architecture Committee (SGAC) to develop a single Smart Grid architecture that will be used by the CSWG to revise the logical security architecture included in this report.  The results delivered by the SGAC provide additional details on the evolving Smart Grid architecture, and are useful in identifying interactions and associated risks.  Practitioners should move with all due speed to new applications that are secure by design. Figure 1‑3Figure 2‑3 presents the logical reference model and represents a composite high-level view of Smart Grid domains and actors, initially created prior to the formation of the SGAC. The information in this report is presented as guidance on cybersecurity, but is neither prescriptive nor does it restrict innovation.  A Smart Grid domain is a high-level grouping of organizations, buildings, individuals, systems, devices, or other actors with similar objectives and relying on—or participating in—similar types of applications. 
Communications among actors in the same domain may have similar characteristics and requirements. Domains may contain subdomains. An actor is a device, computer system, software program, or the individual or organization that participates in the Smart Grid. Actors have the capability to make decisions and to exchange information with other actors. Organizations may have actors in more than one domain. The actors illustrated in this case are representative examples and do not encompass all the actors in the Smart Grid. Each of the actors may exist in several different varieties and may contain many other actors within them. Table 1‑1Table 2‑1 complements the logical reference model diagram (Figure 1‑3Figure 2‑3) with a description of the actors associated with the logical reference model. 	Comment by Elizabeth: I didn’t deliberately do the figure & table changes.
The logical reference model represents a blending of the initial set of use cases, requirements that were developed at the NIST Smart Grid workshops, the initial NIST Smart Grid Interoperability Roadmap, and the logical interface diagrams for the six FERC and NIST priority areas: electric transportation, electric storage, advanced metering infrastructure (AMI), wide area situational awareness (WASA), distribution grid management, and customer premises.[footnoteRef:1] These six priority areas are depicted in individual diagrams with their associated tables. These lower-level diagrams were originally produced at the NIST Smart Grid workshops and then revised for this report. They provide a more granular view of the Smart Grid functional areas. These diagrams are included in Appendix F.  [1:  This was previously named Demand Response.] 

All of the logical interfaces included in the six diagrams are included in the logical reference model. The format for the reference number for each logical interface is UXX, where U stands for universal and XX is the interface number. The reference number is the same on the individual application area diagrams and the logical reference model. This logical reference model focuses on a short-term view (1–3 years) of the proposed Smart Grid and is only a sample representation.
The logical reference model is a work in progress and will be subject to revision and further development. Additional underlying detail as well as additional Smart Grid functions will be needed to enable more detailed analysis of required security functions. The graphic illustrates, at a high level, the diversity of systems as well as a first representation of associations between systems and components of the Smart Grid. The list of actors is a subset of the full list of actors for the Smart Grid and is not intended to be a comprehensive list. This logical reference model is a high-level logical architecture and does not imply any specific implementation. 
1 
[bookmark: _Toc338847824]The Seven Domains to the Logical Reference Model
The NIST Framework and Roadmap document identifies seven domains within the Smart Grid: Transmission, Distribution, Operations, Bulk Generation, Markets, Customer, and Service Provider. A Smart Grid domain is a high-level grouping of organizations, buildings, individuals, systems, devices, or other actors with similar objectives and relying on—or participating in—similar types of applications. The various actors are needed to transmit, store, edit, and process the information needed within the Smart Grid. To enable Smart Grid functionality, the actors in a particular domain often interact with actors in other domains, as shown in Figure 1‑1Figure 2‑1. 


[bookmark: _Ref268251550][bookmark: _Ref268251545][bookmark: _Toc338847861]Figure 1‑1  Interaction of Actors in Different Smart Grid Domains through Secure Communication Flows
The diagram below (Figure 1‑2Figure 2‑2) expands upon this figure and depicts a composite high-level view of the actors within each of the Smart Grid domains. This high-level diagram is provided as a reference diagram. Actors are devices, systems, or programs that make decisions and exchange information necessary for executing applications within the Smart Grid. The diagrams included later in this chapter expand upon this high-level diagram and include logical interfaces between actors and domains. 

17
[bookmark: _Ref268251584][bookmark: _Toc338847862]Figure 1‑2  Composite High-level View of the Actors within Each of the Smart Grid Domains
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[bookmark: _Ref255473983][bookmark: _Toc257103040][bookmark: _Ref265842041][bookmark: _Toc266274950][bookmark: _Toc266381971][bookmark: _Toc338847892]Table 1‑1 Actor Descriptions for the Logical Reference Model	Comment by Elizabeth: Changes postponed
	Actor Number
	Domain
	Actor
	Acronym
	Description

	1
	Bulk Generation
	Plant Control System – Distributed Control System
	DCS 
	A local control system at a bulk generation plant. This is sometimes called a Distributed Control System (DCS). 

	2
	Customer
	Customer 
	 
	An entity that pays for electrical goods or services. A customer of a utility, including customers who provide more power than they consume.

	3
	Customer
	Customer Appliances and Equipment
	 
	A device or instrument designed to perform a specific function, especially an electrical device, such as a toaster, for household use. An electric appliance or machinery that may have the ability to be monitored, controlled, and/or displayed.

	4
	Customer
	Customer Distributed Energy Resources: Generation and Storage
	DER
	Energy generation resources, such as solar or wind, used to generate and store energy (located on a customer site) to interface to the controller (HAN/BAN) to perform an energy-related activity.

	5
	Customer
	Customer Energy Management System
	EMS
	An application service or device that communicates with devices in the home. The application service or device may have interfaces to the meter to read usage data or to the operations domain to get pricing or other information to make automated or manual decisions to control energy consumption more efficiently. The EMS may be a utility subscription service, a third party-offered service, a consumer-specified policy, a consumer-owned device, or a manual control by the utility or consumer.

	6
	Customer
	Electric Vehicle Service Element/Plug-in Electric Vehicle 
	
EVSE/PEV
	A vehicle driven primarily by an electric motor powered by a rechargeable battery that may be recharged by plugging into the grid or by recharging from a gasoline-driven alternator.

	7
	Customer
	Home Area Network Gateway
	HAN Gateway
	An interface between the distribution, operations, service provider, and customer domains and the devices within the customer domain.

	8
	Customer
	Meter
	 
	Point of sale device used for the transfer of product and measuring usage from one domain/system to another.

	9
	Customer
	Customer Premise Display
	 
	This device will enable customers to view their usage and cost data within their home or business.

	10
	Customer
	Sub-Meter – Energy Usage Metering Device 
	EUMD
	A meter connected after the main billing meter. It may or may not be a billing meter and is typically used for information-monitoring purposes.

	11
	Customer
	Water/Gas Metering
	 
	Point of sale device used for the transfer of product (water and gas) and measuring usage from one domain/system to another.

	12
	Distribution
	Distribution Data Collector
	 
	A data concentrator collecting data from multiple sources and modifying/transforming it into different form factors.

	13
	Distribution
	Distributed Intelligence Capabilities
	 
	Advanced automated/intelligence application that operates in a normally autonomous mode from the centralized control system to increase reliability and responsiveness.

	14
	Distribution
	Distribution Automation Field Devices
	 
	Multifeatured installations meeting a broad range of control, operations, measurements for planning, and system performance reports for the utility personnel.

	15
	Distribution
	Distribution Remote Terminal Unit/Intelligent Electronic Device 
	 RTUs or IEDs
	Receive data from sensors and power equipment, and can issue control commands, such as tripping circuit breakers, if they sense voltage, current, or frequency anomalies, or raise/lower voltage levels in order to maintain the desired level.

	16
	Distribution
	Field Crew Tools
	 
	A field engineering and maintenance tool set that includes any mobile computing and handheld devices.

	17
	Distribution
	Geographic Information System
	GIS
	A spatial asset management system that provides utilities with asset information and network connectivity for advanced applications.

	18
	Distribution
	Distribution Sensor
	 
	A device that measures a physical quantity and converts it into a signal which can be read by an observer or by an instrument.

	19
	Marketing
	Energy Market Clearinghouse
	 
	Widearea energy market operation system providing high-level market signals for distribution companies (ISO/RTO and Utility Operations). The control is a financial system, not in the sense of SCADA.

	20
	Marketing
	Independent System Operator/Regional Transmission Organization Wholesale Market
	ISO/RTO
	An ISO/RTO control center that participates in the market and does not operate the market.
From the Electric Power Supply Association (EPSA) Web site, “The electric wholesale market is open to anyone who, after securing the necessary approvals, can generate power, connect to the grid and find a counterparty willing to buy their output. These include competitive suppliers and marketers that are affiliated with utilities, independent power producers (IPPs) not affiliated with a utility, as well as some excess generation sold by traditional vertically integrated utilities. All these market participants compete with each other on the wholesale market.”[footnoteRef:2] [2:  http://www.epsa.org/industry/primer/?fa=wholesaleMarket ] 


	21
	Operations
	Advanced Metering Infrastructure Headend
	AMI
	This system manages the information exchanges between third-party systems or systems not considered headend, such as the Meter Data Management System (MDMS) and the AMI network.[footnoteRef:3] [3:  Headend (head end)—A central control device required by some networks (e.g., LANs or MANs) to provide such centralized functions as remodulation, retiming, message accountability, contention control, diagnostic control, and access to a gateway.  See http://en.wikipedia.org/wiki/Head_end.] 


	22
	Operations
	Bulk Storage Management
	 
	Energy storage connected to the bulk power system.

	23
	Operations
	Customer Information System
	CIS
	Enterprise-wide software applications that allow companies to manage aspects of their relationship with a customer.

	24
	Operations
	Customer Service Representative
	CSR
	Customer service provided by a person (e.g., sales and service representative) or by automated means called self-service (e.g., Interactive Voice Response [IVR]).

	25
	Operations
	Distributed Generation and Storage Management
	 
	Distributed generation is also referred to as on-site generation, dispersed generation, embedded generation, decentralized generation, decentralized energy, or distributed energy. This process generates electricity from many small energy sources for use or storage on dispersed, small devices or systems. This approach reduces the amount of energy lost in transmitting electricity because the electricity is generated very near where it is used, perhaps even in the same building. [footnoteRef:4] [4:  Description summarized from http://en.wikipedia.org/wiki/Distributed_generation.] 


	26
	Operations
	Distribution Engineering
	 
	A technical function of planning or managing the design or upgrade of the distribution system. For example: 
· The addition of new customers, 
· The build out for new load, 
· The configuration and/or capital investments for improving system reliability.

	27
	Operations
	Distribution Management Systems
	DMS
	A suite of application software that supports electric system operations. Example applications include topology processor, online three-phase unbalanced distribution power flow, contingency analysis, study mode analysis, switch order management, short-circuit analysis, volt/VAR management, and loss analysis. These applications provide operations staff and engineering personnel additional information and tools to help accomplish their objectives.

	28
	Operations
	Distribution Operator
	 
	Person operating the distribution system.

	29
	Operations
	Distribution Supervisory Control and Data Acquisition 
	SCADA
	A type of control system that transmits individual device status, manages energy consumption by controlling compliant devices, and allows operators to directly control power system equipment.

	30
	Operations
	Energy Management System
	EMS
	A system of computer-aided tools used by operators of electric utility grids to monitor, controls, and optimize the performance of the generation and/or transmission system. The monitor and control functions are known as SCADA; the optimization packages are often referred to as "advanced applications." (Note: Gas and water could be separate from or integrated within the EMS.)

	31
	Operations
	ISO/RTO Operations
	 
	Wide area power system control center providing high-level load management and security analysis for the transmission grid, typically using an EMS with generation applications and network analysis applications. 	Comment by Elizabeth: Spaces added to this paragraph

	32
	Operations
	Load Management Systems/Demand Response Management System
	LMS/DRMS
	An LMS issues load management commands to appliances or equipment at customer locations in order to decrease load during peak or emergency situations. The DRMS issues pricing or other signals to appliances and equipment at customer locations in order to request customers (or their preprogrammed systems) to decrease or increase their loads in response to the signals.

	33
	Operations
	Meter Data Management System
	MDMS
	System that stores meter data (e.g., energy usage, energy generation, meter logs, meter test results) and makes data available to authorized systems. This system is a component of the customer communication system. This may also be referred to as a 'billing meter.'

	34
	Operations
	Metering/Billing/Utility Back Office
	 
	Back office utility systems for metering and billing.

	36[footnoteRef:5] [5:  Actor 35 was deleted during development.  Actors will be renumbered in the next version of this document.] 

	Operations
	Outage Management System
	OMS
	An OMS is a computer system used by operators of electric distribution systems to assist in outage identification and restoration of power.
Major functions usually found in an OMS include:
• Listing all customers who have outages. 
• Prediction of location of fuse or breaker that opened upon failure.
• Prioritizing restoration efforts and managing resources based upon criteria such as location of emergency facilities, size of outages, and duration of outages.
• Providing information on extent of outages and number of customers impacted to management, media, and regulators.
• Estimation of restoration time.
• Management of crews assisting in restoration.
• Calculation of crews required for restoration.

	37
	Operations
	Transmission SCADA
	
	Transmits individual device status, manages energy consumption by controlling compliant devices, and allowing operators to directly control power system equipment.

	38
	Operations
	Customer Portal
	 
	A computer or service that makes available Web pages. Typical services may include: customer viewing of their energy and cost information online, enrollment in prepayment electric services, and enablement of third-party monitoring and control of customer equipment.

	39
	Operations
	Wide Area Measurement System
	WAMS
	Communication system that monitors all phase measurements and substation equipment over a large geographical base that can use visual modeling and other techniques to provide system information to power system operators. 

	40
	Operations
	Work Management System
	WMS
	A system that provides project details and schedules for work crews to construct and maintain the power system infrastructure.

	41
	Service Provider
	Aggregator/Retail Energy Provider
	 
	Any marketer, broker, public agency, city, county, or special district that combines the loads of multiple end-use customers in facilitating the sale and purchase of electric energy, transmission, and other services on behalf of these customers.

	42
	Service Provider
	Billing
	 
	Process of generating an invoice to obtain reimbursement from the customer.

	43
	Service Provider
	Energy Service Provider
	ESP
	Provides retail electricity, natural gas, and clean energy options, along with energy efficiency products and services.

	44
	Service Provider
	Third Party
	 
	A third party providing a business function outside of the utility.

	45
	Transmission
	Phasor Measurement Unit
	PMU
	Measures the electrical parameters of an electricity grid with respect to universal time (UTC) such as phase angle, amplitude, and frequency to determine the state of the system.

	46
	Transmission
	Transmission IED 
	

	IEDs receive data from sensors and power equipment and can issue control commands, such as tripping circuit breakers if they sense voltage, current, or frequency anomalies, or raise/lower voltage levels in order to maintain the desired level. A device that sends data to a data concentrator for potential reformatting. 

	47
	Transmission
	Transmission RTU
	
	RTUs pass status and measurement information from a substation or feeder equipment to a SCADA system and transmit control commands from the SCADA system to the field equipment.

	48[footnoteRef:6] [6:  Actor 48 is included in logical interface category 22 for security.  It is not included in the logical reference model.] 

	Operations
	Security/Network/System Management
	
	Security/Network/System management devices that monitor and configure the security, network, and system devices.

	49
	Transmission
	Transmission Engineering
	
	Equipment designed for more than 345,000 volts between conductors.
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Smart Grid technologies will introduce millions of new components to the electric grid. Many of these components are critical to interoperability and reliability, will communicate bidirectionally, and will be tasked with maintaining confidentiality, integrity, and availability (CIA) vital to power systems operation. 
The definitions of CIA are defined in statue and can be summarized as follows:
Confidentiality: “Preserving authorized restrictions on information access and disclosure, including means for protecting personal privacy and proprietary information….” [44 U.S.C., Sec. 3542] 
· A loss of confidentiality is the unauthorized disclosure of information. 
Integrity: “Guarding against improper information modification or destruction, and includes ensuring information non-repudiation and authenticity….” [44 U.S.C., Sec. 3542] 
· A loss of integrity is the unauthorized modification or destruction of information.
Availability: “Ensuring timely and reliable access to and use of information….” [44 U.S.C., SEC. 3542] 
· A loss of availability is the disruption of access to or use of information or an information system.
The high-level security requirements address the goals of the Smart Grid. They describe what the Smart Grid needs to deliver to enhance security. The logical security architecture describes where, at a high level, the Smart Grid will provide security.
This report has identified cyber security requirements for the different logical interface categories. Included in Appendix B are categories of cyber security technologies and services that are applicable to the common technical security requirements. This list of technologies and services is not intended to be prescriptive; rather, it is to be used as guidance. 
Logical Security Architecture Key Concepts and Assumptions
A Smart Grid’s logical security architecture is constantly in flux because threats and technology evolve. The architecture subgroup specified the following key concepts and assumptions that were the foundation for the logical security architecture.
Defense-in-depth strategy: Security should be applied in layers, with one or more security measures implemented at each layer. The objective is to mitigate the risk of one component of the defense being compromised or circumvented. This is often referred to as “defense-in-depth.” Section 2.2.2 contains more details.A defense-in-depth approach focuses on defending the information (including customer), assets, power systems, and communications and IT infrastructures through layered defenses (e.g., firewalls, intrusion detection systems, antivirus software, and cryptography). Because of the large variety of communication methods and performance characteristics, as well as because no single security measure can counter all types of threats, it is expected that multiple levels of security measures will be implemented. 
Power system availability: Power system resiliency to events potentially leading to outages has been the primary focus of power system engineering and operations for decades. Existing power system design and capabilities have been successful in providing this availability for protection against inadvertent actions and natural disasters. These existing power system capabilities may be used to address the cyber security requirements.
Microgrids: Implied hierarchy in availability and resilience eliminates potential peer to peer negotiations between microgrids. Microgrid models suggest that availability starts in a local microgrid and that resilience is gained by aggregating and interconnecting those microgrids.  These interactions are not just theoretical. A future version could include a section that addresses security and resilience from the bottom-up microgrid perspective as well. Microgrids are intended to operate either as islands or interconnected; islands are key where critical operations need to be maintained. 
WASA: Wide Area situation awareness is often shared between business entities; such information should be specified and secured in accord with principles of SOA Security. Examples of such interactions might include exchange of WASA between provider and aftermarket consumer (Coop or Aggregator), between Utility and Emergency Management, or between adjacent bulk providers. 
	Comment by Elizabeth: This will be rewritten and verified with Mladen K.
The logical security architecture seeks to mitigate threats and threat agents from exploiting system weaknesses and vulnerabilities that can impact the operating environment. A logical security architecture needs to provide protections for data at all interfaces within and among all Smart Grid domains. The logical security architecture baseline assumptions are as follows:
A logical security architecture promotes an iterative process for revising the architecture to address new threats, vulnerabilities, and technologies.
All Smart Grid systems will be targets.
There is a need to balance the impact of a security breach and the resources required to implement mitigating security measures. (Note: The assessment of cost of implementing security is outside the scope of this report. However, this is a critical task for organizations as they develop their cyber security strategy, perform a risk assessment, select security requirements, and assess the effectiveness of those security requirements.) 
The logical security architecture should be viewed as a business enabler for the Smart Grid to achieve its operational mission (e.g., avoid rendering mission-purposed feature sets inoperative).
The logical security architecture is not a one-size-fits-all prescription, but rather a framework of functionality that offers multiple implementation choices for diverse application security requirements within all electric sector organizations.
As is common practice, the existing legacy systems will need to be considered as the new architecture is designed.  Security implications will need to be reviewed and updated, both to consider the legacy security mechanisms and the current state of security practice.
[bookmark: _Toc266203630][bookmark: _Toc266799592][bookmark: _Toc338847826]Defense-in-Depth Overview 
A defense-in-depth approach focuses on defending the information (including customer), assets, power systems, and communications and IT infrastructures through layered defenses (e.g., firewalls, intrusion detection systems, antivirus software, and cryptography).  It is expected that multiple levels of security measures will be implemented, both because of the large variety of communication methods and performance characteristics, as well as because no single security measure can counter all types of threats. 
A defense-in-depth strategy requires a balanced approach with a focus on three critical elements:  1) People, 2) Process, and 3) Technology.  Technology alone can be circumvented, thus people and processes are necessary.  Training is critical, and protection points are shown in the following diagram.  The goal of a proper defense-in-depth strategy is to make the attackers job much more difficult, to slow the attacker down, and allow the victim to be alerted to unauthorized activity in time to prevent harm to the enterprise.


Due to the interconnected nature of the smart grid systems, it is essential that the appropriate cybersecurity controls get implemented to protect against less-critical systems infecting more-critical systems.  Physical security controls such as locked doors, locked cabinets, and or restricted areas are used to mitigate risk.   Other physical security controls, such as closed circuit TV, card readers, etc., are used to monitor and log entry into restricted areas.  
Cybersecurity services (i.e., safeguards or countermeasures), mechanisms, and objects should be applied in layers, with one or more security methods implemented at each layer. The primary objective of these methods is to mitigate the risk of one component of the defensive strategy being compromised or circumvented. This is often referred to as “defense-in-depth.” A defense-in-depth approach focuses on the following areas:
1. Defense in multiple places – An organization should deploy cybersecurity services, mechanisms and objects at multiple locations to resist all attack approaches. 
· Security Services - Functions that, when provided in a systems environment, serve to ensure the protection of resources by enforcing the defined security policies of the organization.  Security services are also known as security controls, safeguards, countermeasures, and dimensions.
· Security Mechanisms - The technical tools used to implement the security services listed above.  Each of the security mechanisms may operate individually, or in concert with others.
· Security Objects - items that contain security relevant information about users, groups, privileges, policies, programs, passwords, encryption keys, audit logs, etc.  Managed security objects describe what is managed and how it behaves.  The definition of managed security objects includes specification of their attributes and their behavior, which provides a concrete description of what is manageable. 
The “how” of management is defined by managing objects consisting of applications and data, which support the management and use of the rest of the system. This grouping, or security domain, refers to the set of entities (security objects) that are under the scope of a single organization’s set of security policies.
2. Layered defenses – There is no such thing as 100% security.   All cybersecurity approaches have inherent vulnerabilities.  Because of these vulnerabilities, adversaries conducting reconnaissance of an organization’s protection perimeters will eventually discover vulnerability in any system. Creating layered defenses (firewalls, data diodes, etc.) are ways to protect against these vulnerabilities.  
3. Security robustness – Cybersecurity components should have specified robustness (strength and assurance) as a function of the criticality and risk of what is being protected (i.e., the SCADA system, AMI meters, etc.).  Examples that increase security robustness would include system hardening, antivirus software, patching, etc.
4. Trust relationships - Trust relationships between systems and organizations need to be evaluated, established, and maintained based on the risk presented to the interfacing systems, the functions they support, and the grid as a whole; accounting for potential impact as the data may subsequently be directly or indirectly passed "deeper" into more protected levels.  The potential impact is the basis for deciding on the wisdom of the connection, the controls selected, and the audit of attached system controls and related management processes.  Roles and responsibilities need to be defined for the trusted partners, for example who will patch updates and on what schedule, who has system privileges, or who will purchase components from which suppliers.
5. Deployment of cryptographic infrastructure – Supporting key, privilege, and certificate management that enables positive identification of entities using information and communication technologies.
6. Deployment of intrusion detection/prevention systems – Provision of detection, reporting, analysis, assessment and response infrastructure enabling rapid detection and response to intrusions and other anomalous events, and providing situational awareness of the electric grid.
7. Skilled staff - A comprehensive program of education, training, practical experience, and awareness, is necessary.  Professionalization and certification licensing provide a validated and recognized expert cadre of system administrators.
8. Types of threats - Cyber threats include denial of service, unauthorized vulnerability probes, botnet command and control, data exfiltration, data destruction or even physical destruction via alternation of critical software/data.  These threats can be initiated and maintained by a mixture of malware, social engineering, or highly sophisticated advanced persistent threats (APTs) that are targeted and continue for long periods of time.  The most sophisticated cyber threats are stealthy, do not stand out from normal activity, and are extremely difficult to detect. 
9. Advanced persistent threats - Advanced persistent threats do not need to breach traditional external perimeter security controls (e.g. firewalls) and often leverage trusted-insider or trusted-partner vectors to access and compromise the inside of an enterprise by exploiting a victim without the victim knowing they have been exploited (a simple example is sending a trusted-insider an email with a malware attachment that appears and behaves legitimately but infects the trusted-insider's machine with sophisticated malware.  Once malware is active on the inside of an enterprise, a key starting point for many APTs, the external perimeter security controls are bypassed and it is critical to have a layered defense strategy to inhibit these threats. 
Logical Interface Categories
Each logical interface in the logical reference model was allocated to a logical interface category. This was done because many of the individual logical interfaces are similar in their security-related characteristics and can, therefore, be categorized together as a means to simplify the identification of the appropriate security requirements. These security-related logical interface categories were defined based on attributes that could affect the security requirements. 
These logical interface categories and the associated attributes (included in Appendix G) can be used as guidelines by organizations that are developing a cyber security strategy and implementing a risk assessment to select security requirements. This information may also be used by vendors and integrators as they design, develop, implement, and maintain the security requirements. Included below are a listing of all of the logical interfaces by category, the descriptions of each logical interface category, and the associated security architecture diagram. Examples included in the discussions below are not intended to be comprehensive. The user should assess the existing and proposed Smart Grid information system as part of determining which logical interface category should include a specific interface. Listed in each diagram are the unique technical requirements. These security requirements are included in the next chapter.
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	Logical Interface Category
	Logical Interfaces

	1. Interface between control systems and equipment with high availability, and with compute and/or bandwidth constraints, for example:
Between transmission SCADA and substation equipment
Between distribution SCADA and high priority substation and pole-top equipment
Between SCADA and DCS within a power plant
	U3, U67, U79, U81, U82, U85, U102, U117, U135, U136, U137

	2. Interface between control systems and equipment without high availability, but with compute and/or bandwidth constraints, for example: 
Between distribution SCADA and lower priority pole-top equipment
Between pole-top IEDs and other pole-top IEDs
	U3, U67, U79, U81, U82, U85, U102, U117, U135, U136, U137

	3. Interface between control systems and equipment with high availability, without compute nor bandwidth constraints, for example: 
Between transmission SCADA and substation automation systems
	U3, U67, U79, U81, U82, U85, U102, U117, U135, U136, U137

	4. Interface between control systems and equipment without high availability, without compute nor bandwidth constraints, for example: 
Between distribution SCADA and backbone network-connected collector nodes for distribution pole-top IEDs
	U3, U67, U79, U81, U82, U85, U102, U117, U135, U136, U137

	5. Interface between control systems within the same organization, for example:
Multiple DMS systems belonging to the same utility
Between subsystems within DCS and ancillary control systems within a power plant
	U9, U27, U65, U66, U89

	6. Interface between control systems in different organizations, for example: 
Between an RTO/ISO EMS and a utility energy management system
	U7, U10, U13, U16, U56, U74, U80, U83, U87, U115, U116

	7. Interface between back office systems under common management authority, for example: 
Between a Customer Information System and a Meter Data Management System
	U2, U22, U26, U31, U63, U96, U98, U110

	8. Interface between back office systems not under common management authority, for example:
Between a third-party billing system and a utility meter data management system
	U1, U6, U15, U55

	9. Interface with B2B connections between systems usually involving financial or market transactions, for example:
Between a Retail aggregator and an Energy Clearinghouse
	U4, U17, U20, U51, U52, U53, U57, U58, U70, U72, U90, U93, U97

	10. Interface between control systems and non-control/corporate systems, for example: 
Between a Work Management System and a Geographic Information System 
	U12, U30, U33, U36, U59, U75, U91, U106, U113, U114, U131

	11. Interface between sensors and sensor networks for measuring environmental parameters, usually simple sensor devices with possibly analog measurements, for example: 
Between a temperature sensor on a transformer and its receiver
	U111

	12. Interface between sensor networks and control systems, for example:
Between a sensor receiver and the substation master
	U108, U112

	13. Interface between systems that use the AMI network, for example: 
Between MDMS and meters
Between LMS/DRMS and Customer EMS
	U8, U21, U25, U32, U95, U119, U130

	14. Interface between systems that use the AMI network with high availability, for example:
Between MDMS and meters
Between LMS/DRMS and Customer EMS
Between DMS Applications and Customer DER
Between DMS Applications and DA Field Equipment
	U8, U21, U25, U32, U95, U119, U130

	15. Interface between systems that use customer (residential, commercial, and industrial) site networks which include: 
Between Customer EMS and Customer Appliances
Between Customer EMS and Customer DER
Between Energy Service Interface and PEV
	U42, U43, U44, U45, U49, U62, U120, U124, U126, U127

	16. Interface between external systems and the customer site, for example:
Between Third Party and HAN Gateway 
Between ESP and DER
Between Customer and CIS Web site
	U18, U37, U38, U39, U40, U88, U92, U100, U101, U125

	17. Interface between systems and mobile field crew laptops/equipment, for example:
Between field crews and GIS 
Between field crews and substation equipment
	U14, U29, U34, U35, U99, U104, U105

	18. Interface between metering equipment, for example:
Between sub-meter to meter
Between PEV meter and Energy Service Provider
	U24, U41, U46, U47, U48, U50, U54, U60, U64, U128, U129

	19. Interface between operations decision support systems, for example:
Between WAMS and ISO/RTO
	U77, U78, U134

	20. Interface between engineering/maintenance systems and control equipment, for example: 
Between engineering and substation relaying equipment for relay settings
Between engineering and pole-top equipment for maintenance
Within power plants
	U11, U109

	21. Interface between control systems and their vendors for standard maintenance and service, for example:
Between SCADA system and its vendor
	U5

	22. Interface between security/network/system management consoles and all networks and systems, for example:
Between a security console and network routers, firewalls, computer systems, and network nodes
	U133 (includes interfaces to actors 17-Geographic Information System, 12 – Distribution Data Collector, 38 – Customer Portal, 24 – Customer Service Representative, 23 – Customer Information System, 21 – AMI Headend, 42 – Billing, 44 – Third Party, 43 – Energy Service Provider, 41 – Aggregator / Retail Energy Provider, 19 – Energy Market Clearinghouse, 34 – Metering / Billing / Utility Back Office)



Logical Interface Categories 1—4 	Comment by Tanya Brewer: Will you still be breaking down your diagram by LICs, or by subdomains?  Tell Marianne if you are not planning on breaking down by LICs.	Comment by Elizabeth: Changes postponed
Logical Interface Category 1: Interface between control systems and equipment with high availability, and with compute and/or bandwidth constraints
Logical Interface Category 2: Interface between control systems and equipment without high availability, but with compute and/or bandwidth constraints
Logical Interface Category 3: Interface between control systems and equipment with high availability, without compute or bandwidth constraints
Logical Interface Category 4: Interface between control systems and equipment without high availability, without compute or bandwidth constraints
Logical interface categories 1 through 4 cover communications between control systems (typically centralized applications such as a SCADA master station) and equipment as well as communications between equipment. The equipment is categorized with or without high availability. The interface communication channel is categorized with or without computational and/or bandwidth constraints. All activities involved with logical interface categories 1 through 4 are typically machine-to-machine actions. Furthermore, communication modes and types are similar between logical interface categories 1 through 4 and are defined as follows:
Interface Data Communication Mode
Near Real-Time Frequency Monitoring Mode (ms, subcycle based on a 60 Hz system) (may or may not include control action communication)
High Frequency Monitoring Mode (2 s ≤ 60 s scan rates)
Low Frequency Monitoring Mode (scan/update rates in excess of 1 min, file transfers)
Interface Data Communication Type
Monitoring and Control Data for real-time control system environment (typical measurement and control points)
Equipment Maintenance and Analysis (numerous measurements on field equipment that is typically used for preventive maintenance and post analysis)
Equipment Management Channel (remote maintenance of equipment)
The characteristics that vary between and distinguish each logical interface category are the availability requirements for the interface and the computational/communications constraints for the interface as follows:
Availability Requirements – Availability requirements will vary between these interfaces and are driven primarily by the power system application which the interface supports and not by the interface itself. For example, a SCADA interface to a substation or pole-top RTU may have a HIGH availability requirement in one case because it is supporting critical monitoring and switching functions or a MODERATE to LOW availability if supporting an asset-monitoring application. 
Communications and Computational Constraints –- Computational constraints are associated with cryptography requirements on the interface. The use of cryptography typically has high CPU needs for mathematical calculations, although it is feasible to implement cryptographic processing in peripheral hardware. Existing devices like RTUs, substation IEDs, meters, and others are typically not equipped with sufficient digital hardware to perform cryptography or other security functions.
Bandwidth constraints are associated with data volume on the interface. In this case, media is usually narrowband, limiting the volume of traffic, and impacting the types of security measures that are feasible. 
With these requirements and constraints, logical interface categories 1 through 4 can be defined as follows:
1.	Interface between control systems and equipment with high availability and with computational and/or bandwidth constraints: 
Between transmission SCADA in support of state estimation and substation equipment for monitoring and control data using a high frequency mode; 
Between distribution SCADA in support of three phase, real-time power flow and substation equipment for monitoring data using a high and low frequency mode; 
Between transmission SCADA in support of automatic generation control (AGC) and DCS within a power plant for monitoring and control data using a high frequency mode; 
Between SCADA in support of Volt/VAR control and substation equipment for monitoring and control data using a high and low frequency mode; and
Between transmission SCADA in support of contingency analysis and substation equipment for monitoring data using high frequency mode.
2.	Interface between control systems and equipment without high availability and with computational and/or bandwidth constraints:
Between field devices and control systems for analyzing power system faults using a low frequency mode; 
Between a control system historian and field devices for capturing power equipment attributes using a high or low frequency mode; 
Between distribution SCADA and lower priority pole-top devices for monitoring field devices using a low frequency mode; and
Between pole-top IEDs and other pole-top IEDs (not used of protection or automated switching) for monitoring and control in a high or low frequency mode.
3.	Interface between control systems and equipment with high availability without computational and/or bandwidth constraints: 
Between transmission SCADA and substation automation systems for monitoring and control data using a high frequency mode; 
Between EMS and generation control (DCS) and RTUs for monitoring and control data using a high frequency mode; 
Between distribution SCADA and substation automation systems, substation RTUs, and pole-top devices for monitoring and control data using a high frequency mode; 
Between a PMU device and a phasor data concentrator (PDC) for monitoring data using a high frequency mode; and 
Between IEDs (peer-to-peer) for power system protection, including transfer trip signals between equipment in different substations. 
4.	Interface between control systems and equipment without high availability, without computational and/or bandwidth constraints: 
Between field device and asset monitoring system for monitoring data using a low frequency mode; 
Between field devices (relays, digital fault recorders [DFRs], power quality [PQ]) and event analysis systems for event, disturbance, and PQ data; 
Between distribution SCADA and lower-priority pole-top equipment for monitoring and control data in a high or low frequency mode; 
Between pole-top IEDs and other pole-top IEDs (not used for protection or automated switching) for monitoring and control in a high or low frequency mode; and 
Between distribution SCADA and backbone network-connected collector nodes for lower-priority distribution pole-top IEDs for monitoring and control in a high or low frequency mode.

[bookmark: _Toc266205547][bookmark: _Toc269741278][bookmark: _Toc338847864]Figure 1‑4 Logical Interface Category 1 	Comment by Tanya Brewer: Will you be updating the list of High-Level Security Requirements per LIC?
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Logical Interface Category 5: Interface between control systems within the same organization
Logical interface category 5 covers the interfaces between control systems within the same organization, for example:
Between multiple data management systems belonging to the same utility; and
Between subsystems within DCS and ancillary control systems within a power plant.
Control systems with interfaces between them have the following characteristics and issues:
Since control systems generally have high data accuracy and high availability requirements, the interfaces between them need to implement those security requirements even if they do not have the same requirements.
The interfaces generally use communication channels (wide area networks [WANs] and/or local area networks [LANs]) that are designed for control systems.
The control systems themselves are usually in secure environments, such as within a utility control center or within a power plant.
[bookmark: _Toc250466333]
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Logical Interface Category 6: Interface between control systems in different organizations 
Logical interface category 6 covers the interfaces between control systems in different organizations, for example:
Between an RTO/ISO EMS and a utility energy management system;
Between a Generation and Transmission (G&T) SCADA and a distribution CO-OP SCADA;
Between a transmission EMS and a distribution DMS in different utilities; and
Between an EMS/SCADA and a power plant DCS.
Control systems with interfaces between them have the following characteristics and issues:
Since control systems generally have high data accuracy and high availability requirements, the interfaces between them need to implement those security requirements even if they do not have the same requirements.
The interfaces generally use communication channels (WANs and/or LANs) that are designed for control systems.
The control systems are usually in secure environments, such as within a utility control center or within a power plant.
Since the control systems are in different organizations, the establishment and maintenance of the chain of trust is more important.

[bookmark: _Toc266205552][bookmark: _Toc269741283][bookmark: _Toc338847869]Figure 1‑9 Logical Interface Category 6 

Logical Interface Categories 7—8 
Logical Interface Category 7: Interface between back office systems under common management authority
Logical Interface Category 8: Interface between back office systems not under common management authority
Logical interface category 7 covers the interfaces between back office systems that are under common management authority, e.g., between a CIS and a MDMS. Logical interface category 8 covers the interfaces between back office systems that are not under common management authority, e.g., between a third-party billing system and a utility MDMS. These logical interface categories are focused on confidentiality and privacy rather than on power system reliability.
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Logical Interface Category 9: Interface with business to business (B2B) connections between systems usually involving financial or market transactions
Logical interface category 9 covers the interface with B2B connections between systems usually involving financial or market transactions, for example:
Between a retail aggregator and an energy clearinghouse.
These B2B interactions have the following characteristics and issues:
Confidentiality needs to be considered since the interactions involve financial transactions with potentially large financial impacts and where confidential bids are vital to a legally operating market. 
Privacy, in terms of historical information on what energy and/or ancillary services were bid, is important to maintaining legal market operations and avoiding market manipulation or gaming. 
Timing latency (critical time availability) and integrity are also important, although in a different manner than for control systems. For financial transactions involving bidding into a market, timing can be crucial. Therefore, although average availability does not need to be high, time latency during critical bidding times is crucial to avoid either inadvertently missed opportunities or deliberate market manipulation or gaming of the system.
By definition, market operations are across organizational boundaries, thus posing trust issues.
It is expected that many customers, possibly through aggregators or other energy service providers, will participate in the retail energy market, thus vastly increasing the number of participants.
Special communication networks are not expected to be needed for the market transactions and may include the public Internet as well as other available wide area networks.
Although the energy market has now been operating for over a decade at the bulk power level, the retail energy market is in its infancy. Its growth over the next few years is expected, but no one yet knows in what directions or to what extent that growth will occur.
However, systems and procedures for market interactions are very mature industry concepts. The primary requirement, therefore, is to utilize those concepts and protections in the newly emerging retail energy market.
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Logical Interface Category 10: Interface between control systems and non-control/ corporate systems
Logical interface category 10 covers the interfaces between control systems and non-control/corporate systems, for example: 
Between a WMS and a GIS; 
Between a DMS and a CIS; 
Between an OMS and the AMI headend system; and 
Between an OMS and a WMS.
These interactions between control systems and non-control systems have the following characteristics and issues:
The primary security issue is preventing unauthorized access to sensitive control systems through non-control systems. As a result, integrity is the most critical security requirement.
Since control systems generally require high availability, any interfaces with non-control systems should ensure that interactions with these other systems do not compromise the high reliability requirement.
The interactions between these systems usually involve loosely coupled interactions with very different types of exchanges from one system to the next and from one vendor to the next. Therefore, standardization of these interfaces is still a work in progress, with the International Electrotechnical Commission (IEC) Common Information Model (CIM)[footnoteRef:7] and the National Rural Electric Cooperative Association (NRECA) MultiSpeak® specification expected to become the most common standards, although other efforts for special interfaces (e.g., GIS) are also under way. [7:  IEC 61970/69 Common Information Model. ] 


[bookmark: _Toc266205556][bookmark: _Toc269741287][bookmark: _Toc338847873]Figure 1‑13 Logical Interface Category 10 

Logical Interface Category 11: Interface between sensors and sensor networks for measuring environmental parameters, usually simple sensor devices with possibly analog measurements
Logical interface category 11 addresses the interfaces between sensors and sensor networks for measuring environmental parameters, usually simple sensor devices with possibly analog measurements, e.g., between a temperature sensor on a transformer and its receiver. These sensors are very limited in computational capability and often limited in communication bandwidth.
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Logical Interface Category 12: Interface between sensor networks and control systems
[bookmark: _Toc250466336]Logical interface category 12 addresses interfaces between sensor networks and control systems, e.g., between a sensor receiver and the substation master. These sensor receivers are usually limited in capabilities other than collecting sensor information. 
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Logical Interface Category 13: Interface between systems that use the AMI network
Logical interface category 13 covers the interfaces between systems that use the AMI network, for example:
Between MDMS and meters; and
Between LMS/DRMS and Customer EMS. 
The issues for this interface category include the following:
Most information from the customer must be treated as confidential.
Integrity of data is clearly important in general, but alternate means for retrieving and/or validating it can be used.
Availability is generally low across AMI networks, since they are not designed for real-time interactions or rapid request-response requirements.
Volume of traffic across AMI networks must be kept low to avoid DoS situations.
Meters are constrained in their computational capabilities, primarily to keep costs down, which may limit the types and layers of security that could be applied.
Revenue-grade meters must be certified, so patches and upgrades require extensive testing and validation.
Meshed wireless communication networks are often used, which can present challenges related to wireless availability as well as throughput and configurations.
Key management of millions of meters and other equipment will pose significant challenges that have not yet been addressed as standards.
Remote disconnect could cause unauthorized outages.
Due to the relatively new technologies used in AMI networks, communication protocols have not yet stabilized as accepted standards, nor have their capabilities been proven through rigorous testing.
AMI networks span across organizations between utilities with corporate security requirements and customers with no or limited security capabilities or understandings.
Utility-owned meters are in unsecured locations that are not under utility control, limiting physical security.
Many possible future interactions across the AMI network are still being designed, are just being speculated about, or have not yet been conceived.
Customer reactions to AMI systems and capabilities are as yet unknown.
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Logical Interface Category 14: Interface between systems that use the AMI network for functions that require high availability
Logical interface category 14 covers the interfaces between systems that use the AMI network with high availability, for example:
Between LMS/DRMS and customer DER; 
Between DMS applications and customer DER; and 
Between DMS applications and distribution automation (DA) field equipment. 
Although both logical interface categories 13 and 14 use the AMI network to connect to field sites, the issues for logical interface category 14 differ from those of 13, because the interactions are focused on power operations of DER and DA equipment. Therefore the issues include the following:
Although some information from the customer should be treated as confidential, most of the power system operational information does not need to be confidential.
Integrity of data is very important, since it can affect the reliability and/or efficiency of the power system.
Availability will need to be a higher requirement for those parts of the AMI networks that will be used for real-time interactions and/or rapid request-response requirements.
Volume of traffic across AMI networks will still need to be kept low to avoid DoS situations.
Meshed wireless communication networks are often used, which can present challenges related to wireless availability as well as throughput and configurations.
Key management of large numbers of DER and DA equipment deployments will pose significant challenges that have not yet been addressed as standards.
Remote disconnect could cause unauthorized outages.
Due to the relatively new technologies used in AMI networks, communication protocols have not yet stabilized as accepted standards, nor have their capabilities been proven through rigorous testing. This is particularly true for protocols used for DER and DA interactions.
AMI networks span across organizations between utilities with corporate security requirements and customers with no or limited security capabilities or understandings. Therefore, maintaining the level of security needed for DER interactions will be challenging.
DER equipment, and to some degree DA equipment, is found in unsecured locations that are not under utility control, limiting physical security.
Many possible future interactions across the AMI network are still being designed, are just being speculated about, or have not yet been conceived. These could impact the security of the interactions with DER and DA equipment.

[bookmark: _Toc269741291][bookmark: _Toc338847877][bookmark: _Toc266205560]Figure 1‑17 Logical Interface Category 14 
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Logical Interface Category 15: Interface between systems that use customer (residential, commercial, and industrial) site networks such as HANs and BANs
Logical interface category 15 covers the interface between systems that use customer (residential, commercial, and industrial) site networks such as home area networks, building/business area networks, and neighborhood area networks (NANs), for example:
Between customer EMS and customer appliances; 
Between customer EMS and customer DER equipment; and 
Between an energy services interface (ESI) and PEVs. 
The security-related issues for this intra-customer site environment HAN/BAN/NAN interface category include the following:	Comment by Elizabeth: Need to spell out some of these… and not assume people are reading through the whole document
Some information exchanged among different appliances and systems must be treated as confidential and private to ensure that an unauthorized third party does not gain access to it. For instance, energy usage statistics from the customer site that are sent through the ESI/HAN gateway must be kept confidential.Some information exchanged among different appliances and systems must be treated as confidential to ensure that an unauthorized third party does not gain access to it. For instance, energy usage statistics from the customer site that are sent through the ESI/HAN gateway must be kept confidential from other appliances whose vendors may want to capture this information for marketing purposes. 
Integrity of data is clearly important in general, but since so many different types of interactions are taking place, the integrity requirements will need to be specific to the particular application. 
Availability is generally moderate across HANs since most interactions are not needed in real time. Even DER generation and storage devices have their own integrated controllers, which are normally expected to run independently of any direct monitoring and control and must have “default” modes of operation to avoid any power system problems.
Bandwidth is not generally a concern, since most HAN media will be local wireless (e.g., Wi‑Fi, ZigBee, Bluetooth) or power line (e.g., HomePlug). The latter may be somewhat bandwidth-limited but can always be replaced by cable or wireless if greater bandwidth is needed.
Some HAN devices are constrained in their compute capabilities, primarily to keep costs down, which may limit the types and layers of security that could be applied.
Wireless communication networks are expected to be used within the HAN, which could present some challenges related to wireless configuration and security, because most HANs will not have security experts managing these systems. For instance, if available security measures are not properly set, the HAN security could be compromised by any one of the internal devices, as well as by external entities searching for these insecure HANs.
Key management of millions of devices within millions of HANs will pose significant challenges that have not yet been addressed as standards.
Due to the relatively new technologies used in HANs, communication protocols have not yet stabilized as accepted standards, nor have their capabilities been proven through rigorous testing. 
HANs will be accessible by many different vendors and organizations with unknown corporate security requirements and equally variable degrees and types of security solutions. Even if one particular interaction is “secure,” in aggregate the multiplicity of interactions may not be secure. 
Some HAN devices may be in unsecured locations, thus limiting physical security. Even those presumably “physically secure” within a home are vulnerable to inadvertent situations such as poor maintenance and misuse, as well as break-ins and theft. 
Many possible future interactions within the HAN environment are still being designed, are just being speculated about, or have not yet been conceived.
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Logical Interface Category 16: Interface between external systems and the customer site
Logical interface category 16 covers the interface between external systems and the customer site, for example:
Between a third party and the HAN gateway; 
Between ESP and DER; and 
Between the customer and CIS Web site. 
The security-related issues for this external interface to the customer site include the following:
Some information exchanged among different appliances and systems must be treated as confidential and private to ensure that an unauthorized third party does not gain access to it. For instance, energy usage statistics from the customer site that are sent through the ESI/HAN gateway must be kept confidential.Some information exchanged among different appliances and systems must be treated as confidential and private to ensure that an unauthorized third party does not gain access to it. For instance, energy usage statistics from the customer site that are sent through the ESI/HAN gateway must be kept confidential from other appliances whose vendors may want to scavenge this information for marketing purposes. 
Integrity of data is clearly important in general, but since so many different types of interactions are taking place, the integrity requirements will need to be specific to the particular application.
Availability is generally not critical between external parties and the customer site since most interactions are not related to power system operations nor are they needed in real time. Even DER generation and storage devices have their own integrated controllers that are normally expected to run independently of any direct monitoring and control, and should have “default” modes of operation to avoid any power system problems.
Bandwidth is not generally a concern, since higher-speed media can be used if a function requires a higher volume of data traffic. Many different types of media, particularly public media, are increasingly available, including the public Internet over cable or digital subscriber line (DSL), campus or corporate intranets, cell phone general packet radio service (GPRS), and neighborhood WiMAX and Wi‑Fi systems.
Some customer devices that contain their own “HAN gateway” firewall are constrained in their computational capabilities, primarily to keep costs down, which may limit the types and layers of security which could be applied with those devices.
Other than those used over the public Internet, communication protocols between third parties and ESI/HAN gateways have not yet stabilized as accepted standards, nor have their capabilities been proven through rigorous testing.
ESI/HAN gateways will be accessible by many different vendors and organizations with unknown corporate security requirements and equally variable degrees and types of security solutions. Even if one particular interaction is “secure,” in aggregate the multiplicity of interactions may not be secure.
ESI/HAN gateways may be in unsecured locations, thus limiting physical security. Even those presumably “physically secure” within a home are vulnerable to inadvertent situations such as poor maintenance and misuse, as well as break-ins and theft.
Many possible future interactions within the HAN environment are still being designed, are just being speculated about, or have not yet been conceived, leading to many possible but unknown security issues.
[bookmark: _Toc266205562][bookmark: _Toc269741293][bookmark: _Toc338847879]Figure 1‑19 Logical Interface Category 16 
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Logical Interface Category 17: Interface between systems and mobile field crew laptops/equipment
Logical interface category 17 covers the interfaces between systems and mobile field crew laptops/equipment, for example:
Between field crews and a GIS; 
Between field crews and CIS; 
Between field crews and substation equipment; 
Between field crews and OMS; 
Between field crews and WMS; and
Between field crews and corporate marketing systems. 
As with all other logical interface categories, only the interface security requirements are addressed, not the inherent vulnerabilities of the end equipment such as the laptops or personal digital assistants (PDAs) used by the field crew.
The main activities performed on this interface include:
Retrieving maps and/or equipment location information from GIS; 
Retrieving customer information from CIS; 
Providing equipment and customer updates, such as meter, payment, and customer information updates to CIS; 
Obtaining and providing substation equipment information, such as location, fault, testing, and maintenance updates; 
Obtaining outage information and providing restoration information, including equipment, materials, and resource information from/to OMS; 
Obtaining project and equipment information and providing project, equipment, materials, resource, and location updates from/to WMS; 
Obtaining metering and outage/restoration verification information from AMI systems; and dynamic discovery of markets, dynamic entry into markets, and dynamic exit from markets.
Obtaining customer and product information for upsell opportunities. 
The key characteristics of this interface category are as follows:
This interface is primarily for customer service operations. The most critical needs for this interface are
To post restoration information back to the OMS for reprediction of further outage situations; and 
To receive reconnection information for customers who have been disconnected.
Information exchanged between these systems is typically corporate-owned, and security is managed within the utility between the interfacing applications. Increased use of wireless technologies and external service providers adds a layer of complexity in security requirements that is addressed in all areas where multivendor services are interfaced with utility systems. 
Integrity of data is clearly important in general, but since so many different types of interactions are taking place, the integrity requirements will need to be specific to the particular application. However, the integrity of revenue-grade metering data that may be collected in this manner is vital since it has a direct financial impact on all stakeholders of the loads and generation being metered. 
Availability is generally not critical, as interactions are not necessary for real time. Exceptions include payment information for disconnects, restoration operations, and efficiency of resource management. 
Bandwidth is not generally a concern, as most utilities have sized their communications infrastructure to meet the needs of the field applications, and most field applications have been designed for minimal transmission of data in wireless mode. However, more and more applications are being given to field crews to enhance customer service opportunities and for tracking and reporting of construction, maintenance, and outage restoration efforts. This will increase the amount of data and interaction between the corporate systems, third-party providers, and the field crews.
Data held on laptops and PDAs is vulnerable to physical theft due to the inherent nature of mobile equipment, but those physical security issues will not be addressed in this section. In addition, most mobile field applications are designed to transmit data as it is input, and therefore data is not transmitted when the volume of data is too large to transmit over a wireless connection or when the area does not have wireless coverage. In such cases, data is maintained on the laptop/PDA until it is reconnected to a physical network.
Note: Data that is captured (e.g., metering data, local device passwords, security parameters) must be protected at the appropriate level.
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Logical Interface Category 18: Interface between metering equipment
Logical interface category 18 covers the interface between metering equipment, for example:
Between submeter to meter; 
Between PEV meter and ESP; 
Between MDMS and meters (via the AMI headend); 
Between customer EMS and meters; 
Between field crew tools and meters; 
Between customer DER and submeters; and 
Between electric vehicles and submeters.
The issues for this metering interface category include the following:
Integrity of revenue grade metering data is vital, since it has a direct financial impact on all stakeholders of the loads and generation being metered. 
Availability of metering data is important but not critical, since alternate means for retrieving metering data can still be used.
Meters are constrained in their computational capabilities, primarily to keep costs down, which may limit the types and layers of security that could be applied.
Revenue-grade meters must be certified, so patches and upgrades require extensive testing and validation. 
Key management of millions of meters will pose significant challenges that have not yet been addressed as standards.
Due to the relatively new technologies used with smart meters, some standards have not been fully developed, nor have their capabilities been proven through rigorous testing.
Multiple (authorized) stakeholders, including customers, utilities, and third parties, may need access to energy usage either directly from the meter or after it has been processed and validated for settlements and billing, thus adding cross-organizational security concerns.
Utility-owned meters are in unsecured locations that are not under utility control, limiting physical security.
Customer reactions to AMI systems and smart meters are as yet unknown.
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Logical Interface Category 19: Interface between operations decision support systems
Logical interface category 19 covers the interfaces between operations decision support systems, e.g., between WAMS and ISO/RTOs. Due to the very large coverage of these interfaces, the interfaces are more sensitive to confidentiality requirements than other operational interfaces (see logical interface categories 1-4).
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Logical Interface Category 20: Interface between engineering/ maintenance systems and control equipment
Logical interface category 20 covers the interfaces between engineering/maintenance systems and control equipment, for example:
Between engineering and substation relaying equipment for relay settings; 
Between engineering and pole-top equipment for maintenance; and 
Within power plants.
The main activities performed on this interface include:
Installing and changing device settings, which may include operational settings (such as relay settings, thresholds for unsolicited reporting, thresholds for device mode change, and editing of setting groups), event criteria for log record generation, and criteria for oscillography recording; 
Retrieving maintenance information; 
Retrieving device event logs; 
Retrieving device oscillography files; and 
Software updates. 
The key characteristics of this interface category are as follows:
The functions performed on this interface are not considered real-time activities.
Some communications carried on this interface may be performed interactively.
The principal driver for urgency on this interface is the need for information to analyze a disturbance.
Device settings should be treated as critical infrastructure information requiring confidentiality.
Logs and files containing forensic evidence following events should likely remain confidential for both critical infrastructure and organizational reasons, at least until analysis has been completed.
These functions are presently performed by a combination of
Separate remote access to devices, such as by dial-up connection; 
Local access at the device (addressed in Logical Interface Category 17); and 
Access via the same interface used for real-time communications.
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Logical Interface Category 21: Interface between control systems and their vendors for standard maintenance and service
Logical interface category 21 covers the interfaces between control systems and their vendors for standard maintenance and service, for example:
Between SCADA system and its vendor.
The main activities performed on this interface include:
Updating firmware and/or software; 
Retrieving maintenance information; and 
Retrieving event logs. 
Key characteristics of this logical interface category are as follows:
The functions performed on this interface are not considered real-time activities.
Some communications carried on this interface may be performed interactively.
The principal driver for urgency on this interface is the need for critical operational/security updates.
These functions are presently performed by a combination of
Separate remote access to devices, such as by dial-up connection; 
Local access at the device/control system console; and 
Access via the same interface used for real-time communications. 
Activities outside of the scope of Logical Interface Category 21 include:
Vendors acting in an (outsourced) operational role (see Logical Interface Categories 1-4, 5-6, or 20, depending upon the role).
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Logical Interface Category 22: Interface between security/network/system management consoles and all networks and systems
Logical interface category 22 covers the interfaces between security/network/system management consoles and all networks and systems:
Between a security console and network routers, firewalls, computer systems, and network nodes.
The main activities performed on this interface include:
Communication infrastructure operations and maintenance; 
Security settings and audit log retrieval (if the security audit log is separate from the event logs); 
Future real-time monitoring of the security infrastructure; and 
Security infrastructure operations and maintenance.
Key characteristics of this logical interface category as follows:
The functions performed on this interface are not considered real-time activities.
Some communications carried on this interface may be performed interactively.
The principal driver for urgency on this interface is the need for critical operational/security updates.
These functions are presently performed by a combination of
Separate remote access to devices, such as by dial-up connection; 
Local access at the device/control system console; and 
Access via the same interface used for real-time communications.
Activities outside of the scope of Logical interface category 22 include:
Smart Grid transmission and distribution (see Logical Interface Categories 1-4 and 5-6); 
Advanced metering (see Logical Interface Category 13); and 
Control systems engineering and systems maintenance (see Logical Interface Category 20).
(Note: This diagram is not included in the logical reference model, Figure 2-3.)
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APPENDIX A   [bookmark: _Toc251870363][bookmark: _Toc251871489][bookmark: _Toc271020651][bookmark: _Toc338847853]  
Logical Architecture and Interfaces of the Smart Grid	Comment by Tanya Brewer: This area is yours to update.  Perhaps do your subdomain break-outs here if you didn’t already up in the chapter?

The following subsection refers to detailed logical interfaces including both diagrams and tables that allocate the logical interfaces to one of the logical interface categories.[footnoteRef:8]  [8:  Please note that during development, logical interface 23 was deleted. Subsequent interfaces were not renumbered due to the amount of development already done at that time. It is expected that this will be resolved in the next version of this document.] 

A.1 [bookmark: _Toc261535733][bookmark: _Toc266203721][bookmark: _Toc271020652][bookmark: _Toc338847854]Advanced Metering Infrastructure
The advanced metering infrastructure (AMI) consists of the communications hardware and software, together with the associated system and data management software, that creates a bi-directional network between advanced metering equipment and utility business systems, enabling collection and distribution of information to customers and other parties, such as competitive retail suppliers or the utility itself. AMI provides customers with real-time (or near-real-time) pricing of electricity and may help utilities achieve necessary load reductions. Figure A-26 diagrams the AMI, and Table A‑3 lists the AMI logical interfaces by category.
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[bookmark: _Ref255479369][bookmark: _Toc257103041][bookmark: _Toc266274970][bookmark: _Toc266794775][bookmark: _Toc338847897]Table A‑3 AMI Logical Interfaces by Logical Interface Category
	Logical Interface Category
	Logical Interfaces

	1.	Interface between control systems and equipment with high availability, and with compute and/or bandwidth constraints, for example:
Between transmission SCADA and substation equipment
Between distribution SCADA and high priority substation and pole-top equipment
Between SCADA and DCS within a power plant
	U3, U28

	2. 	Interface between control systems and equipment without high availability, but with compute and/or bandwidth constraints, for example: 
Between distribution SCADA and lower priority pole-top equipment
Between pole-top IEDs and other pole-top IEDs
	

	3. 	Interface between control systems and equipment with high availability, without compute nor bandwidth constraints, for example: 
Between transmission SCADA and substation automation systems
	

	4. 	Interface between control systems and equipment without high availability, without compute nor bandwidth constraints, for example: 
Between distribution SCADA and backbone network-connected collector nodes for distribution pole-top IEDs
	

	5.	Interface between control systems within the same organization, for example:
Multiple DMS systems belonging to the same utility
Between subsystems within DCS and ancillary control systems within a power plant
	U9, U27

	6.	Interface between control systems in different organizations, for example: 
Between an RTO/ISO EMS and a utility energy management system
	U7, U10, U13, U16

	7.	Interface between back office systems under common management authority, for example: 
Between a Customer Information System and a Meter Data Management System
	U2, U22, U26, U31

	8.	Interface between back office systems not under common management authority, for example:
Between a third-party billing system and a utility meter data management system
	U1, U6, U15

	9.	Interface with B2B[footnoteRef:9] connections between systems usually involving financial or market transactions, for example: [9:  B2B – Business To Business] 

Between a Retail aggregator and an Energy Clearinghouse
	U17, U20

	10.	Interface between control systems and non-control/corporate systems, for example: 
Between a Work Management System and a Geographic Information System 
	U12, U30, U33, U36

	11.	Interface between sensors and sensor networks for measuring environmental parameters, usually simple sensor devices with possibly analog measurements, for example: 
Between a temperature sensor on a transformer and its receiver
	None

	12.	Interface between sensor networks and control systems, for example:
Between a sensor receiver and the substation master
	None

	13.	Interface between systems that use the AMI network, for example: 
Between MDMS and meters
Between LMS/DRMS and Customer EMS
	U8, U21, U25, U32

	14.	Interface between systems that use the AMI network with high availability, for example:
Between MDMS and meters
Between LMS/DRMS and Customer EMS
Between DMS Applications and Customer DER
Between DMS Applications and DA Field Equipment
	

	15.	Interface between systems that use customer (residential, commercial, and industrial) site networks which include: 
Between Customer EMS and Customer Appliances
Between Customer EMS and Customer DER
Between Energy Service Interface and PEV[footnoteRef:10] [10:  PEV-Plug in Electric Vehicle] 

	U43, U44, U45, U49

	16.	Interface between external systems and the customer site, for example:
Between Third Party and HAN Gateway 
Between ESP and DER
Between Customer and CIS Web site
	U18, U19, U37, U38, U39, U40

	17.	Interface between systems and mobile field crew laptops/equipment, for example:
Between field crews and GIS 
Between field crews and substation equipment
	U14, U29, U34, U35

	18.	Interface between metering equipment, for example:
Between sub-meter to meter
Between PEV meter and Energy Service Provider
	U24, U41, U46, U47, U50

	19.	Interface between operations decision support systems, for example:
Between WAMS and ISO/RTO
	None

	20.	Interface between engineering/maintenance systems and control equipment, for example: 
Between engineering and substation relaying equipment for relay settings
Between engineering and pole-top equipment for maintenance
Within power plants
	U11

	21. 	Interface between control systems and their vendors for standard maintenance and service, for example:
Between SCADA system and its vendor
	U5, U132

	22. 	Interface between security/network/system management consoles and all networks and systems, for example:
Between a security console and network routers, firewalls, computer systems, and network nodes
	None


A.2 [bookmark: _Toc261535734][bookmark: _Toc266203722][bookmark: _Toc271020653][bookmark: _Toc338847855][bookmark: _Toc256000145]Distribution Grid Management
Distribution grid management (DGM) focuses on maximizing the performance of feeders, transformers, and other components of networked distribution systems and integrating with transmission systems and customer operations. As Smart Grid capabilities such as AMI and demand response are developed, and as large numbers of distributed energy resources and plug-in electric vehicles (PEVs) are deployed, the automation of distribution systems becomes increasingly more important to the efficient and reliable operation of the overall power system. The anticipated benefits of DGM include increased reliability, reductions in peak loads and improved capabilities for managing distributed sources of renewable energy. Figure A-27 diagrams the DGM, and Table A‑4 lists the DGM logical interfaces by category.
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[bookmark: _Ref255484064][bookmark: _Toc257103042][bookmark: _Toc266274971][bookmark: _Toc266794776][bookmark: _Toc338847898]Table A‑4 DGM Logical Interfaces by Logical Interface Category
	Logical Interface Category
	Logical Interfaces

	1.	Interface between control systems and equipment with high availability, and with compute and/or bandwidth constraints, for example:
Between transmission SCADA and substation equipment
Between distribution SCADA and high priority substation and pole-top equipment
Between SCADA and DCS within a power plant
	U102, U117, U135, U136

	2. 	Interface between control systems and equipment without high availability, but with compute and/or bandwidth constraints, for example: 
Between distribution SCADA and lower priority pole-top equipment
Between pole-top IEDs and other pole-top IEDs
	

	3. 	Interface between control systems and equipment with high availability, without compute nor bandwidth constraints, for example: 
Between transmission SCADA and substation automation systems
	

	4. 	Interface between control systems and equipment without high availability, without compute nor bandwidth constraints, for example: 
Between distribution SCADA and backbone network-connected collector nodes for distribution pole-top IEDs
	

	5.	Interface between control systems within the same organization, for example:
Multiple DMS systems belonging to the same utility
Between subsystems within DCS and ancillary control systems within a power plant
	U9, U11

	6.	Interface between control systems in different organizations, for example: 
Between an RTO/ISO EMS and a utility energy management system
	U7, U10, U115, U116

	7.	Interface between back office systems under common management authority, for example: 
Between a Customer Information System and a Meter Data Management System
	U96, U98, U110

	8.	Interface between back office systems not under common management authority, for example:
Between a third-party billing system and a utility meter data management system
	None

	9.	Interface with B2B connections between systems usually involving financial or market transactions, for example:
Between a Retail aggregator and an Energy Clearinghouse
	U20, U58, U97

	10.	Interface between control systems and non-control/corporate systems, for example: 
Between a Work Management System and a Geographic Information System 
	U33, U106, U113, U114, U131

	11.	Interface between sensors and sensor networks for measuring environmental parameters, usually simple sensor devices with possibly analog measurements, for example: 
Between a temperature sensor on a transformer and its receiver
	U111

	12.	Interface between sensor networks and control systems, for example:
Between a sensor receiver and the substation master
	U108, U112

	13.	Interface between systems that use the AMI network, for example: 
Between MDMS and meters
Between LMS/DRMS and Customer EMS
	U95, U119

	14.	Interface between systems that use the AMI network with high availability, for example:
Between MDMS and meters
Between LMS/DRMS and Customer EMS
Between DMS Applications and Customer DER
Between DMS Applications and DA Field Equipment
	

	15.	Interface between systems that use customer (residential, commercial, and industrial) site networks which include: 
Between Customer EMS and Customer Appliances
Between Customer EMS and Customer DER
Between Energy Service Interface and PEV
	U44, U120

	16.	Interface between external systems and the customer site, for example:
Between Third Party and HAN Gateway 
Between ESP and DER
Between Customer and CIS Web site
	U88, U92, U100, U101

	17.	Interface between systems and mobile field crew laptops/equipment, for example:
Between field crews and GIS 
Between field crews and substation equipment
	U99, U104, U105

	18.	Interface between metering equipment, for example:
Between sub-meter to meter
Between PEV meter and Energy Service Provider
	U24, U41

	19.	Interface between operations decision support systems, for example:
Between WAMS and ISO/RTO
	None

	20.	Interface between engineering/maintenance systems and control equipment, for example: 
Between engineering and substation relaying equipment for relay settings
Between engineering and pole-top equipment for maintenance
Within power plants
	U109

	21. 	Interface between control systems and their vendors for standard maintenance and service, for example:
Between SCADA system and its vendor
	None

	22. 	Interface between security/network/system management consoles and all networks and systems, for example:
Between a security console and network routers, firewalls, computer systems, and network nodes
	None


A.3 [bookmark: _Toc261535735][bookmark: _Toc266203723][bookmark: _Toc271020654][bookmark: _Toc338847856]
Electric Storage
Electric storage (ES) is the means of storing energy either directly or indirectly. The significant bulk of energy storage technology available today is pumped hydro-electric storage hydroelectric technology. New storage capabilities, especially in the area of distributed storage, would benefit the entire grid in many aspects. Figure A-28 shows the ES diagram, and Table A‑5 lists the associated ES logical interfaces by category.


[bookmark: _Ref255484328][bookmark: _Toc257102961][bookmark: _Toc266205571][bookmark: _Toc266359245][bookmark: _Toc338847888]Figure A-28 Electric Storage
[bookmark: _Ref255484386][bookmark: _Toc257103043][bookmark: _Toc266274972][bookmark: _Toc266794777][bookmark: _Toc338847899]Table A‑5 ES Logical Interfaces by Logical Interface Category
	Logical Interface Category
	Logical Interfaces

	1.	Interface between control systems and equipment with high availability, and with compute and/or bandwidth constraints, for example:
Between transmission SCADA and substation equipment
Between distribution SCADA and high priority substation and pole-top equipment
Between SCADA and DCS within a power plant
	None


	2. 	Interface between control systems and equipment without high availability, but with compute and/or bandwidth constraints, for example: 
Between distribution SCADA and lower priority pole-top equipment
Between pole-top IEDs and other pole-top IEDs
	

	3. 	Interface between control systems and equipment with high availability, without compute nor bandwidth constraints, for example: 
Between transmission SCADA and substation automation systems
	

	4. 	Interface between control systems and equipment without high availability, without compute nor bandwidth constraints, for example: 
Between distribution SCADA and backbone network-connected collector nodes for distribution pole-top IEDs
	

	5.	Interface between control systems within the same organization, for example:
Multiple DMS systems belonging to the same utility
Between subsystems within DCS and ancillary control systems within a power plant
	U65, U66

	6.	Interface between control systems in different organizations, for example: 
Between an RTO/ISO EMS and a utility energy management system
	U56

	7.	Interface between back office systems under common management authority, for example: 
Between a Customer Information System and a Meter Data Management System
	U63

	8.	Interface between back office systems not under common management authority, for example:
Between a third-party billing system and a utility meter data management system
	None

	9.	Interface with B2B connections between systems usually involving financial or market transactions, for example:
Between a Retail aggregator and an Energy Clearinghouse
	U4, U20, U51, U57, U58

	10.	Interface between control systems and non-control/corporate systems, for example: 
Between a Work Management System and a Geographic Information System 
	U59

	11.	Interface between sensors and sensor networks for measuring environmental parameters, usually simple sensor devices with possibly analog measurements, for example: 
Between a temperature sensor on a transformer and its receiver
	None

	12.	Interface between sensor networks and control systems, for example:
Between a sensor receiver and the substation master
	None

	13.	Interface between systems that use the AMI network, for example: 
Between MDMS and meters
Between LMS/DRMS and Customer EMS
	None

	14.	Interface between systems that use the AMI network with high availability, for example:
Between MDMS and meters
Between LMS/DRMS and Customer EMS
Between DMS Applications and Customer DER
Between DMS Applications and DA Field Equipment
	

	15.	Interface between systems that use customer (residential, commercial, and industrial) site networks which include: 
Between Customer EMS and Customer Appliances
Between Customer EMS and Customer DER
Between Energy Service Interface and PEV
	U42, U45, U62

	16.	Interface between external systems and the customer site, for example:
Between Third Party and HAN Gateway 
Between ESP and DER
Between Customer and CIS Web site
	U19

	17.	Interface between systems and mobile field crew laptops/equipment, for example:
Between field crews and GIS 
Between field crews and substation equipment
	None

	18.	Interface between metering equipment, for example:
Between sub-meter to meter
Between PEV meter and Energy Service Provider
	U41, U46, U47, U48, U50, U64

	19.	Interface between operations decision support systems, for example:
Between WAMS and ISO/RTO
	None

	20.	Interface between engineering/maintenance systems and control equipment, for example: 
Between engineering and substation relaying equipment for relay settings
Between engineering and pole-top equipment for maintenance
Within power plants
	None

	21. 	Interface between control systems and their vendors for standard maintenance and service, for example:
Between SCADA system and its vendor
	None

	22. 	Interface between security/network/system management consoles and all networks and systems, for example:
Between a security console and network routers, firewalls, computer systems, and network nodes
	None


A.4 [bookmark: _Toc261535736][bookmark: _Toc266203724][bookmark: _Toc271020655][bookmark: _Toc338847857]Electric Transportation
Electric transportation (ET) refers primarily to enabling large-scale integration of PEVs. Electric transportation will significantly reduce U.S. dependence on foreign oil, increase the use of renewable sources of energy, and dramatically reduce the nation’s carbon footprint. Figure A-29 and Table A‑6 address the ET logical interfaces.
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	Logical Interface Category
	Logical Interfaces

	1.	Interface between control systems and equipment with high availability, and with compute and/or bandwidth constraints, for example:
Between transmission SCADA and substation equipment
Between distribution SCADA and high priority substation and pole-top equipment
Between SCADA and DCS within a power plant
	None

	2. 	Interface between control systems and equipment without high availability, but with compute and/or bandwidth constraints, for example: 
Between distribution SCADA and lower priority pole-top equipment
Between pole-top IEDs and other pole-top IEDs
	

	3. 	Interface between control systems and equipment with high availability, without compute nor bandwidth constraints, for example: 
Between transmission SCADA and substation automation systems
	

	4. 	Interface between control systems and equipment without high availability, without compute nor bandwidth constraints, for example: 
Between distribution SCADA and backbone network-connected collector nodes for distribution pole-top IEDs
	

	5.	Interface between control systems within the same organization, for example:
Multiple DMS systems belonging to the same utility
Between subsystems within DCS and ancillary control systems within a power plant
	None

	6.	Interface between control systems in different organizations, for example: 
Between an RTO/ISO EMS and a utility energy management system
	U56

	7.	Interface between back office systems under common management authority, for example: 
Between a Customer Information System and a Meter Data Management System
	None

	8.	Interface between back office systems not under common management authority, for example:
Between a third-party billing system and a utility meter data management system
	U55

	9.	Interface with B2B connections between systems usually involving financial or market transactions, for example:
Between a Retail aggregator and an Energy Clearinghouse
	U20, U51, U52, U53, U57, U58

	10.	Interface between control systems and non-control/corporate systems, for example: 
Between a Work Management System and a Geographic Information System 
	U59

	11.	Interface between sensors and sensor networks for measuring environmental parameters, usually simple sensor devices with possibly analog measurements, for example: 
Between a temperature sensor on a transformer and its receiver
	None

	12.	Interface between sensor networks and control systems, for example:
Between a sensor receiver and the substation master
	None

	13.	Interface between systems that use the AMI network, for example: 
Between MDMS and meters
Between LMS/DRMS and Customer EMS
	None

	14.	Interface between systems that use the AMI network with high availability, for example:
Between MDMS and meters
Between LMS/DRMS and Customer EMS
Between DMS Applications and Customer DER
Between DMS Applications and DA Field Equipment
	

	15.	Interface between systems that use customer (residential, commercial, and industrial) site networks which include: 
Between Customer EMS and Customer Appliances
Between Customer EMS and Customer DER
Between Energy Service Interface and PEV
	U62

	16.	Interface between external systems and the customer site, for example:
Between Third Party and HAN Gateway 
Between ESP and DER
Between Customer and CIS Web site
	U18, U19

	17.	Interface between systems and mobile field crew laptops/equipment, for example:
Between field crews and GIS 
Between field crews and substation equipment
	None

	18.	Interface between metering equipment, for example:
Between sub-meter to meter
Between PEV meter and Energy Service Provider
	U46, U47, U50, U54, U60

	19.	Interface between operations decision support systems, for example:
Between WAMS and ISO/RTO
	None

	20.	Interface between engineering/maintenance systems and control equipment, for example: 
Between engineering and substation relaying equipment for relay settings
Between engineering and pole-top equipment for maintenance
Within power plants
	None

	21. 	Interface between control systems and their vendors for standard maintenance and service, for example:
Between SCADA system and its vendor
	None

	22. 	Interface between security/network/system management consoles and all networks and systems, for example:
Between a security console and network routers, firewalls, computer systems, and network nodes
	None



A.5 [bookmark: _Toc266203725][bookmark: _Toc271020656][bookmark: _Toc338847858]
Customer Premises
The customer premises address demand response (DR) and consumer energy efficiency. This includes mechanisms and incentives for utilities, business, industrial, and residential customers to cut energy use during times of peak demand or when power reliability is at risk. Demand response is necessary for optimizing the balance of power supply and demand. Figure A-30 diagrams the customer premises and Table A‑7 provides the companion list of customer premises.
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[bookmark: _Ref255485525][bookmark: _Toc257103045][bookmark: _Toc266274974][bookmark: _Toc266794779][bookmark: _Toc338847901]Table A‑7 Customer Premises by Logical Interface Category
	Logical Interface Category
	Logical Interfaces

	1.	Interface between control systems and equipment with high availability, and with compute and/or bandwidth constraints, for example:
Between transmission SCADA and substation equipment
Between distribution SCADA and high priority substation and pole-top equipment
Between SCADA and DCS within a power plant
	None

	2. 	Interface between control systems and equipment without high availability, but with compute and/or bandwidth constraints, for example: 
Between distribution SCADA and lower priority pole-top equipment
Between pole-top IEDs and other pole-top IEDs
	

	3. 	Interface between control systems and equipment with high availability, without compute nor bandwidth constraints, for example: 
Between transmission SCADA and substation automation systems
	

	4. 	Interface between control systems and equipment without high availability, without compute nor bandwidth constraints, for example: 
Between distribution SCADA and backbone network-connected collector nodes for distribution pole-top IEDs
	

	5.	Interface between control systems within the same organization, for example:
Multiple DMS systems belonging to the same utility
Between subsystems within DCS and ancillary control systems within a power plant
	None

	6.	Interface between control systems in different organizations, for example: 
Between an RTO/ISO EMS and a utility energy management system
	none

	7.	Interface between back office systems under common management authority, for example: 
Between a Customer Information System and a Meter Data Management System
	U2, U22, U26

	8.	Interface between back office systems not under common management authority, for example:
Between a third-party billing system and a utility meter data management system
	U1

	9.	Interface with B2B connections between systems usually involving financial or market transactions, for example:
Between a Retail aggregator and an Energy Clearinghouse
	U4, U20

	10.	Interface between control systems and non-control/corporate systems, for example: 
Between a Work Management System and a Geographic Information System 
	None

	11.	Interface between sensors and sensor networks for measuring environmental parameters, usually simple sensor devices with possibly analog measurements, for example: 
Between a temperature sensor on a transformer and its receiver
	None

	12.	Interface between sensor networks and control systems, for example:
Between a sensor receiver and the substation master
	None

	13.	Interface between systems that use the AMI network, for example: 
Between MDMS and meters
Between LMS/DRMS and Customer EMS
	U25, U32, U130

	14.	Interface between systems that use the AMI network with high availability, for example:
Between MDMS and meters
Between LMS/DRMS and Customer EMS
Between DMS Applications and Customer DER
Between DMS Applications and DA Field Equipment
	

	15.	Interface between systems that use customer (residential, commercial, and industrial) site networks which include: 
Between Customer EMS and Customer Appliances
Between Customer EMS and Customer DER
Between Energy Service Interface and PEV
	U42, U43, U44, U45, U49, U62, U124, U126, U127

	16.	Interface between external systems and the customer site, for example:
Between Third Party and HAN Gateway 
Between ESP and DER
Between Customer and CIS Web site
	U18, U19, U125

	17.	Interface between systems and mobile field crew laptops/equipment, for example:
Between field crews and GIS 
Between field crews and substation equipment
	U14, U29, U35

	18.	Interface between metering equipment, for example:
Between sub-meter to meter
Between PEV meter and Energy Service Provider
	U24, U41, U46, U47, U48, U50, U128, U129

	19.	Interface between operations decision support systems, for example:
Between WAMS and ISO/RTO
	None

	20.	Interface between engineering/maintenance systems and control equipment, for example: 
Between engineering and substation relaying equipment for relay settings
Between engineering and pole-top equipment for maintenance
Within power plants
	None

	21. 	Interface between control systems and their vendors for standard maintenance and service, for example:
Between SCADA system and its vendor
	None

	22. 	Interface between security/network/system management consoles and all networks and systems, for example:
Between a security console and network routers, firewalls, computer systems, and network nodes
	None


[bookmark: _Toc261535738]
A.6 [bookmark: _Toc266203726][bookmark: _Toc271020657][bookmark: _Toc338847859]
Wide Area Situational Awareness
Wide area situational awareness (WASA) includes the monitoring and display of power system components and performance across interconnections and over large geographic areas in near real time. The goals of situational awareness are to understand and ultimately optimize the management of power-network components, behavior, and performance, as well as to anticipate, prevent, or respond to problems before disruptions can arise. Figure A-31 shows the diagram for the WASA logical interfaces and associated Table A‑8 lists the logical interfaces by category.
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[bookmark: _Ref255485793][bookmark: _Toc257103046][bookmark: _Toc266274975][bookmark: _Toc266794780][bookmark: _Toc338847902]Table A‑8 WASA Logical Interfaces by Logical Interface Category
	Logical Interface Category
	Logical Interfaces

	1.	Interface between control systems and equipment with high availability, and with compute and/or bandwidth constraints, for example:
Between transmission SCADA and substation equipment
Between distribution SCADA and high priority substation and pole-top equipment
Between SCADA and DCS within a power plant
	U67, U79, U81, U82, U85

	2. 	Interface between control systems and equipment without high availability, but with compute and/or bandwidth constraints, for example: 
Between distribution SCADA and lower priority pole-top equipment
Between pole-top IEDs and other pole-top IEDs
	

	3. 	Interface between control systems and equipment with high availability, without compute nor bandwidth constraints, for example: 
Between transmission SCADA and substation automation systems
	

	4. 	Interface between control systems and equipment without high availability, without compute nor bandwidth constraints, for example: 
Between distribution SCADA and backbone network-connected collector nodes for distribution pole-top IEDs
	

	5.	Interface between control systems within the same organization, for example:
Multiple DMS systems belonging to the same utility
Between subsystems within DCS and ancillary control systems within a power plant
	None

	6.	Interface between control systems in different organizations, for example: 
Between an RTO/ISO EMS and a utility energy management system
	U10, U74, U80, U83, U87

	7.	Interface between back office systems under common management authority, for example: 
Between a Customer Information System and a Meter Data Management System
	None

	8.	Interface between back office systems not under common management authority, for example:
Between a third-party billing system and a utility meter data management system
	None

	9.	Interface with B2B connections between systems usually involving financial or market transactions, for example:
Between a Retail aggregator and an Energy Clearinghouse
	U72, U93

	10.	Interface between control systems and non-control/corporate systems, for example: 
Between a Work Management System and a Geographic Information System 
	U75, U91

	11.	Interface between sensors and sensor networks for measuring environmental parameters, usually simple sensor devices with possibly analog measurements, for example: 
Between a temperature sensor on a transformer and its receiver
	None

	12.	Interface between sensor networks and control systems, for example:
Between a sensor receiver and the substation master
	None

	13.	Interface between systems that use the AMI network, for example: 
Between MDMS and meters
Between LMS/DRMS and Customer EMS
	None

	14.	Interface between systems that use the AMI network with high availability, for example:
Between MDMS and meters
Between LMS/DRMS and Customer EMS
Between DMS Applications and Customer DER
Between DMS Applications and DA Field Equipment
	

	15.	Interface between systems that use customer (residential, commercial, and industrial) site networks which include: 
Between Customer EMS and Customer Appliances
Between Customer EMS and Customer DER
Between Energy Service Interface and PEV
	None

	16.	Interface between external systems and the customer site, for example:
Between Third Party and HAN Gateway 
Between ESP and DER
Between Customer and CIS Web site
	U88, U92

	17.	Interface between systems and mobile field crew laptops/equipment, for example:
Between field crews and GIS 
Between field crews and substation equipment
	None

	18.	Interface between metering equipment, for example:
Between sub-meter to meter
Between PEV meter and Energy Service Provider
	None

	19.	Interface between operations decision support systems, for example:
Between WAMS and ISO/RTO
	U77, U78

	20.	Interface between engineering/maintenance systems and control equipment, for example: 
Between engineering and substation relaying equipment for relay settings
Between engineering and pole-top equipment for maintenance
Within power plants
	None

	21. 	Interface between control systems and their vendors for standard maintenance and service, for example:
Between SCADA system and its vendor
	None

	22. 	Interface between security/network/system management consoles and all networks and systems, for example:
Between a security console and network routers, firewalls, computer systems, and network nodes
	None
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