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1 Introduction

1.1 Scope

The purpose of this white paper is to establish the framework for wide area monitoring, protection, automation, communications, and control (WAMPACC) to be used for the integration of Smart Grid technologies, concepts and standards within the bulk transmission system (110 KV and above) of the North American power grid.  Inherent to this design is the interoperability of time domain GPS synchronized sampling systems, vast data storehouses, complex data analytics (including regional planning), and far-reaching automated control systems. The framework will encourage the integration of Smart Grid technologies leading to next generation solutions for a more reliable and secure power grid that will meet the needs of the 21st century.    

One of the leading drivers for grid modernization is the improvement of situational awareness capabilities for managing the bulk power transmission system. Phasor Measurement Units (PMU’s) in addition to other wide area time domain GPS synchronized sampling systems (WATSS) are recognized by many electric utilities, government, and research entities as a key class of technology for situational awareness and the Smart Grid. WATSS has the potential to provide timely and reliable system information, the cornerstone for control and protection of the electric power system, and to greatly improve the management of the grid and its energy markets. This white paper will outline the framework required for these systems to become the infrastructure of choice that will facilitate short term system monitoring and visualization functions as well as longer term, higher level, automated, system protection and control designs. Critical to the implementation of any Smart Grid technology, however, is the need to build and refurbish the underlying communications infrastructure.  The communications infrastructure is the nervous system required for all Smart Grid technologies to be fully utilized.  This white paper will also address the interoperability framework necessary for the communications infrastructure of the bulk transmission system to operate across all Smart Grid technologies and higher level automatic control systems.   Lastly, this white paper will recommend the interoperability framework for the underlying data storehouses and data analytics created by Smart Grid technologies and the strategy needed to coordinate and interface Smart Grid technologies with existing legacy systems.

1.2 Assumptions

The following assumptions will be used to define and structure the discussion within this white paper.  

· Time frame for the white paper is a 10-15 year horizon (2020-2025)

· This white paper only addresses the bulk transmission system defined as 110kV and above

· Use 80/20 rule – we are not going to solve all of the problems in this white paper (for example 80% of the electric utility sales come from 20% of the customers); we will focus on the top 20% - just beginning of the journey.

· Deployment speed is important – there is a heightened sense of urgency 

· This white paper will focus on electric utility requirements – implies ISO/RTO/PO not Market
1.3 Existing Standards for the Bulk Electric System

An inventory of specific existing or developing standards, best practices, legislation, and regulations in key areas which are relevant to smart grid are provided in Table 1 (next page).
1.4 Definitions

1. Technical Standard: established norm or requirement.  It is usually a formal document that established uniform engineering or technical criteria, methods, processes and practices (Wikipedia).
2. Regulatory Standards: (e.g. NERC CIP)

3. Functional Specification: describes the requested behavior of an engineering system.  Both an application specific and a requirements concept. Does not have a formalized process (i.e., SDO).

4. Use Case: description of a system’s behavior (e.g. scope of work). It describes “who can do what. Typically performed during a scenario-driven brainstorming session.

5. Interfaces: a point of interconnection

6. Best Practice: method or process that is more effective than others with respect to a specific outcome. A technique, method, process… (e.g., if you want to have wireless network, it is a best practice to have it secured). Company based at times and constantly evolving.

Interoperability: the ability of diverse components, systems and organizations to work together. TVA has a VPN (IPSec) tunnel to exchange information with others such as Entergy – used to prevent hacking and authenticate data.  It is an enabler (bridge) of an interface. (A written contract in how an interface is to be used).

7. Table 1: Existing Transmission Standards and Technologies 1
	Domain
	Standard/Specification/Technology

	Control Centers
	IEC 61970 Common Information Model (CIM)

	
	IEC 60870-6 Inter-Control Center Protocol (ICCP)

	
	NRECA MultiSpeak

	Substations
	IEEE C37.1 SCADA and Automation Systems

	
	IEEE C37.2 Device Function Numbers

	
	IEC 61850 Protocols, Configuration, Information Models

	
	IEEE 1646 Communications Performance

	
	Distributed Network Protocol (DNP3)

	
	Modbus

	
	IEEE C37.111-1999 – COMTRADE

	
	IEEE 1159.3 PQDIF

	Outside the Substation
	IEEE C37.118 Phasor Measurement

	
	IEC 61850-90 (in development)

	
	IEEE 1588 Precision Time Protocol

	
	Network Time Protocol

	Security
	IEEE 1686 IED Security

	
	IEC 62351 Utility  Communications Security

	
	NERC Critical Infrastructure Protection (CIP) Standards

	Hardening / Codes
	IEEE 1613 Substation Hardening for Gateways

	
	IEC 61000-4 Electromagnetic Compatibility

	
	IEC 60870-2 Telecontrol Operating Conditions

	
	IEC 61850-3 General Requirements


__________________________________

1 Source: “Smart Grid Standards Assessment and Recommendations for Adoption and Development.” Enernex Corp. 2009.
2 Wide Area Monitoring

2.1 Background

The term wide area monitoring was introduced to facilitate the dynamic monitoring of a wide area of a power system with the specific applications of system protection. The first WAMS installation on the Eastern Interconnection was on the NYPA system (1993) for the purpose of monitoring dynamic disturbances and geomagnetic disturbances through harmonics. The western systems’ WAMS installations were dedicated to event monitoring and disturbance analysis. The term monitoring implies that it is a system of data acquisition and a communications infrastructure that brings the data into a central location. Since the intended application is system protection, the data collection to a central location should be fast enough to facilitate system protection. This implies that time latencies must be at the sub-cycle region. Traditionally WAMS systems use data concentrators and fast dedicated communication links to achieve the necessary performance. 

It is recognized that WAMS have other applications than system protection and control. One important target application is stability monitoring of the system. Another one is situational awareness. As a matter of fact, one of the leading drivers for grid modernization is the improvement of situational awareness capabilities for managing the bulk power transmission system. Wide area time domain GPS synchronized sampling systems (WATSS), are recognized by many electric utilities, government, and research entities as a key technology for situational awareness and the Smart Grid. WATSS has the potential to provide timely and reliable system information in phasor form which constitutes the cornerstone for control and protection of the electric power system (short time), manage the system and facilitate markets (longer time). As a result any wide area monitoring system may serve many clients with different requirements in terms of frequency and time latencies in the data. 

It is recognized that GPS synchronized data acquisition systems are the key technology to achieve the objectives of wide area monitoring. With the introduction of the GPS synchronized measurements, the WAMS technology has made some evolutionary steps. Presently we can use this advanced technology to achieve: (a) data validation at the local level and (b) data compactions to minimize communication latencies thus achieving the objectives of WAMS. These technologies will provide the infrastructure to perform grid control functions with precision and speed not possible with other technologies. A list of possible control applications and functions is:

· System Protection

· State estimation

· Visualization / situational awareness / Alarming

· System stability

· Voltage control

· Frequency control

· Post mortem analysis / Play back capability

· Parameter estimation / Model validation

· Predictive analysis / Look ahead

· Oscillation monitoring

· Islanding monitoring / Controlled islanding / Restoration

· Control of Renewable Resources

· System Optimization

· Load control

In this section of the White Paper we will establish performance targets, identify needs in standards (gaps) and provide a roadmap towards achieving these goals for wide area monitoring systems (WAMS).

2.2 
High-Level Requirements and Capabilities
A broad definition for any wide area monitoring system is: a system that is capable of providing accurate data (both numerical values and time tags) at a central location of a wide area and with a rate that is appropriate for the intended applications. A visual of the WAMS definition is shown in Figure 1. The figure shows the substation control computer (or data concentrator) that collects data and transports the data to a central location CC (control center or any other facility).
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Figure 1: Pictorial of a Wide Area Monitoring System

The technology for the substation control computer or data concentrator and data collecting devices (IEDs and PMUs) has evolved. Figure 2 shows a modern mixed system. Note that merging units may be collecting data directly at the instrument transformers, where data is digitized, time tagged and then transmitted to the substation process bus. Older systems may have wire communications from the instrument transformers to various IEDs as shown on the right side of Figure 2. The IEDs are connected to the station bus. A data concentrator (substation control computer) is also connected to the substation bus as shown in the figure. Communications are enabled via gates connected to the station bus.
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Figure 2: Data Collection for WAMS at a Substation

While Figures 1 and 2 illustrate what is possible with today’s technology and certainly some recently constructed stations do have the indicated capability, there are many older substations that are not as automated as figures 1 and 2 suggest. In addition there are many gaps in the technology and challenges that need to be addressed. Some of the general issues in this space are described in greater detail in section 2.5.

2.2 Stakeholders in wide area monitoring 

The benefits of wide area monitoring distribution systems can be categorized for the following stakeholders: utility: protection, operations, enterprise and customers. The applications and requirements by these stakeholders are:

Protection: the application and requirements are:

	Application
	Rate Requirements
	Latency Requirements
	Data Accuracy

(time tag and value)

	SIPS
	High (milliseconds)
	Milliseconds
	High

	System Protection (Out of Step)
	High (milliseconds)
	Milliseconds
	High

	System Protection (Voltage Stability)
	Moderately High (tens of milliseconds)
	Tens of Milliseconds
	Moderately High

	System Oscillations
	Moderately High (tens of milliseconds)
	Tens of Milliseconds
	Moderately High


Operations: the application and requirements are:

	Application
	Rate Requirements
	Latency Requirements
	Data Accuracy

(time tag and value)

	State estimation


	Medium (subsecond)
	Subsecond
	High

	Visualization / situational awareness / Alarming


	Moderately medium
	Moderately medium 
	High

	Predictive analysis / Look ahead


	low
	Low
	Moderately High

	System Optimization


	low
	Low
	Moderately High

	Parameter estimation / Model validation


	Off-real-time
	Off-real-time
	high

	Voltage control


	low
	Low
	Moderately High

	Post mortem analysis / Play back capability


	Medium (subsecond)
	Low
	High

	Load control


	Low
	Low
	Low


Enterprise: the application and requirements are:

	Application
	Rate Requirements
	Latency Requirements
	Data Accuracy

(time tag and value)

	Metering


	Medium (subsecond)
	Subsecond
	High

	Visualization
	Moderately medium
	Moderately medium 
	High

	Operational costs


	low
	Low
	Moderately High

	Play back capability


	Medium (subsecond)
	Low
	High


Customers: the application and requirements are:

	Application
	Rate Requirements
	Latency Requirements
	Data Accuracy

(time tag and value)

	Rates


	low
	Low
	Moderately High


2.3 Relevant Standards in Use

The standards available today to address the systems depicted in Figures 1 and 2 determine (a) the interoperability of the merging units, IEDs, Process bus, and station bus, (b) the exchange of data – streaming data, and (c) storing and retrieving data. The list of these standards is provided below. It is important to note that the standards do not address all the needs of the system depicted in Figures 1 and 2. For example synchronizing the data collected at the merging units is an area that is not well defined. These are addressed in the gap analysis.

· IEEE C37.118 Synchrophasor Streaming Data
· IEC 61850 Protocols, Configuration, Information Models 
· IEEE C37.1 SCADA and Automation Systems
· Distributed Network Protocol (DNP3)
· Modbus
· IEEE C37.111-1999 – COMTRADE
· IEEE C37.2 Device Function Numbers and Contact Designations
· IEEE 1588 Precision Time Protocol
· IEC 60870-6 Inter-Control Center Protocol (ICCP)
· IEEE 1613 Substation Hardening for Gateways
· IEEE 1379 Data Communications between IED's & RTU's in a Substation
· IEEE 1525 Standard for Substation Integration Communications
· IEEE 1711 Trial Use Standard for a Cryptographic Protocol for Cyber Security of substation Serial Links
· IEEE 1686 Substation Intelligent electronic Devices (IEDs) Cyber Security Standards Key Interoperability Barriers
2.4 Key Technical Challenges of Wide Area Monitoring
Key Issue 1:  In a modern substation the amount of data collected is relatively large. Considering the number of substations in the power grid the overall amount of data is overwhelming. Transferring this amount of data through communication links at the speeds required by some applications is at best problematic even with the best communication technologies. Yet we need to recognize that the data represent redundant measurements by duplicate systems (relays, PMUs, fault recorders, meters, etc.). Extraction of the basic information included in this data will result in reduced amount of information points that need to be communicated.

Key Issue 2:  The various IEDs connected to the process bus or the station bus must be interoperable in the sense that the substation control computers (data concentrators) should be able to collect the data from each IED with minimal latencies. Available standards and gap analysis of standards is provided elsewhere in this white paper.

Key Issue 3:  Data Validation. It is important that the data be validated and characterized in terms of accuracy and timeliness before used by applications. Again because of the large amount of data, distributed validation and characterization of the data is very important.

Key Issue 4:  Various applications require data at different rates, accuracy and timeliness. It is important to recognize the savings that can be accomplished by designing a WAMS to provide data to the most demanding applications (for example system protection or stability monitoring) and to be able to also provide data to other less demanding applications. A well designed WAMS can decimate data and provide data to any application at the rate, accuracy and timeliness required by the specific application.

Key Issue 5:  Certain targeted applications for WAMS require data at fast rates, accurately synchronized and with very small time latency. Because the power grid is a geographically dispersed system spanning large distances, latencies cannot be reduced below travel times in the communication circuit (for example the travel time for a 150 mile long line using fiberoptic communications is approximately 2 miliseconds one way). The challenge will be to develop distributed WAMS and applications that can use data in the vicinity of the application to avoid long latencies.

Key Issue 6:  Presently WAMS requires highly skilled personnel and tools for monitoring the performance of these systems that are complex and difficult to use. The related issue of testing equipment to determine to what degree various requirements are met is also in its infancy. It is necessary to develop performance monitoring of these systems and testing procedures that can be utilized by technicians.

2.5  Gap Analysis
The gap analysis of standards is similar to the other areas of the smart grid. The same gap analysis can be performed in reference to multiple classes of IEDs. Here we will discuss some additional requirements for WAMS.

The nature of WAMS is to provide accurate and timely data to a variety of technical applications, i.e. system protection and control, state estimation, etc.  As such in order to meet the requirements of WAMS, the data accuracy must be addressed. Today’s standards do not address the issue of accuracy. Accuracy applies to the time tagging of the data as well as the numerical accuracy of the data. As an example, there is no standard that defines the minimum required accuracy of a PMU. In a complex system as the one depicted in Figures 1 and 2, time synchronization is challenging if high accuracy is required. One of the reasons that standards do not address the issue of accuracy is the fact that technology has been a moving target and it is deemed appropriate to allow the process of continuous improvements to evolve the standard. To move beyond this, therefore, standards should be developed along the lines of assessing and monitoring the accuracy of WAMS and quantify the quality of the applications. A related issue is the recovery of WAMS in case the accuracy is compromised or one component fails. As an example loss of GPS clock synchronization in a WAMS subsystem should not deteriorate the performance of the overall system. Standards should be developed to address recovery from these failures and the level of redundancy to achieve certain reliability level for these systems.  Overall, standards for WAMS are in their infancy and much more understanding and evolution of the technology is needed before standards should be adopted. 

3 Wide Area Protection & Control

3.1 Background

The smart grid vision assumes several new developments in the operation and expansion of the grid:

· Advanced and adaptive system protection and control applications to increase system security (reliability)

· Upgrades in the existing infrastructure to include more renewable generation, both dispersed and bulk

· Higher loading levels and different loading patterns than experienced before

· Penetration of information technology for processing, storing, communicating and displaying data

· Creating microgrids that may be interfaced to the main grid but may also be operated in isolation

With this vision in mind, the following question is raised: “What improvements in protection and control of the grid may impact the standardization efforts?”  Key to this consideration is to differentiate the legacy solutions from totally new solutions that are emerging through research and development (R&D)
3.2 High-Level Requirements/Capabilities

One of the key challenges in the smart grid development is to allow integration of various systems into a “Systems of Systems” (SOS) solution. At the transmission level, an example is the merging of systems aimed strictly at post-mortem monitoring of system disturbances with on-line monitoring systems. This is the case when digital fault recording systems (digital fault recorders and protective relays) collecting non-operational (triggered) data are integrated with the real-time supervisory control and data acquisition (SCADA) systems collecting operational (scanned) data. An additional system that may have to be integrated is a WATSS collecting phasor measurement (streaming) data on a continuous basis. The integrated data may be used for both operational and non-operational purposes.  In this example an SOS consisting of three independent systems is needed to realize the first generation WAMPACC. This point is illustrated in the Figure below.
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It may be noted from the Figure that data collected from Digital Fault Recorders (DFRs), Circuit Breaker Monitors (CBMs), Digital Protective Relays (DPRs) and Phasor Measurement Units (PMUs) may be combined through an integrated System (IS) and merged with traditional Remote Terminal Unit (RTU) data of a Supervisory Control and Data Acquisition (SCADA) system.  SCADA, however, is not capable of managing this amount of data and a fiber based system would be required.  This is just an example of an SOS solution that characterizes the smart grid requirements.

Looking at the existing (legacy) solutions it may not appear that such integration of data is relevant since it does not get utilized in either protection or control applications as we know them today. Further analysis portrays a different picture:

· Legacy solutions for control and protection have rather established means of collecting data and performing protection/control action. Standardization in this area is approached differently today since the solutions are “closed’, i.e. each relay vendor and control equipment manufacturer have their stand alone solutions that take required measurements and perform protection/control. Future systems will need to be “open”.

· New requirement for the legacy approach is a need to obtain rather detailed information about the performance of the protection/control equipment. At that point data from many sources, be it substation measurement performed by a variety of intelligent electronic devices, power system models used by standard program such as power flow, short circuit, stability or time-domain transients, or geospatial and whether data, may be needed. This places a requirement to standardize interoperability of applications using such data.

· New applications go beyond what existing applications are requiring and hence reach across substations, neighboring substations, and the entire system to collect supplemental information to perform protection/control actions at the system level. This creates a need to have high speed communications, as well as an ability to extract information locally and send it to either control centers or distributed controllers  

As a result of the above view, high level requirements are for the power system field data, models, configuration data, etc to be shared among variety of applications leading to an open system interfacing requirement frequently referred to as application/equipment/software interchangeability. The standards need to facilitate this process and also need to anticipate the level of SOS integration that will take place in the near future even though it is not a practice today.
3.3 Relevant Standards in Use

A number of industry standards for the protection and control area are being developed and used today. While the variety of available standards may be considered a desirable development when one considers a legacy approach, multiplicity of standards may not be a desirable outcome when an SOS approach is considered. To illustrate the point let us just look at the standards that define data collected by IEDs in substations. With reference to Table I, one may note that several standards are developed to cover different aspects (levels) of required data description. COMTRADE (IEEE C37.111-1999) and PQDIF (IEEE 1159.3) are developed to handle DFR and PQM data respectively, and COMTRADE has been extended to cover DPR oscillography files as well. Synchrophasor standard (IEEE C37.118) and Time sequenced data standard (IEEE C37.232) are developed to handle PMU data, while IEC61850 and IEC61970/61968 are developed to facilitate communication and data modeling needs respectively. Yet none of the standards is fully suitable for representing meta data as well as power system configuration data required to implement automated collection, analysis and information exchange needed to report disturbances triggering protection and control equipment. While the above example is just a sample of what is going on in the standardization arena today it is illustrative of the need to stream line the existing standards and have an overarching standard that allows easy handling of the variety of data needed to analyze power system disturbances, as well as related protection and control actions automatically.

Careful analysis of the existing standards and surrounding activities should provide further guidance regarding proliferation of standards in use today:

· Relevant standards do not support critical need to develop automated means for analyzing disturbances and related relaying and control action in real time

· Several informal organizations, such as Utility Communication Architecture (UCA) users group are formulating procedures for verifying standards requirements (IEC 61850), and doing it through an informal forum 

· Coordination is needed to streamline standardization process including existing efforts that have approvals from standards development organizations (SDOs) and new ones that have not yet been approved by SDOs

· New applications need to be well understated so that adoption of some prevailing standards guarantees compatibility with future needs 
3.4 Key Interoperability Barriers

To illustrate key interoperability barriers, several protection and control application considerations should be mentioned:

· While IEC 61850 is addressing IED interoperability, interoperability of relay settings is not well defined. Exchanging relays does not allow simple exchange of settings.

· Relay performance requirements are not well defined at neither design nor application level. Hence, the test procedures to calibrate and verify relay operation are not standardized

· Use of PMUs for system-wide protective relaying applications is envisioned but interoperability of PMUs for such applications is not addressed by any standard

· System-wide relaying and control applications require guaranteed response times for the mission critical schemes such as SIPS to be reliable and yet no standards address minimum response time requirements

· Monitoring of protective relaying actions requires interoperability between substation and control center data models, which is not yet resolved despite the IEC 61850 and 61970/61968 harmonization efforts

· Data acquisition may need to be synchronized at the sampling level rather than the phasor level to allow interoperability of applications, which is not sanctioned by any standards today

This small set of examples illustrates a bigger problem: interoperability between equipment, data, and applications in SOS solutions. To resolve those emerging issues, it is important that the key interoperability barriers are recognized: a) multiple uses of data from multiple sources, b) integration of data across different legacy infrastructures for data acquisition and processing, c) utilization of versatile communication media and protocols for data and information exchange, and d) time synchronization across various control and protection applications  
3.5 Key Interfaces

Several key interfaces need to be defined for future development of standardization coordination for interoperability in the control and protection area:

· Field sensors: their interoperability requirement is crucial for equipment and application interoperability and may be handled through an extension of IEC 61850-9-2

· IED Data integration: while standards for Comtrade, Synchrophasors, and Time sequenced data are addressing parts of this issue, a new standard is required to include all the data descriptions needed for automated analysis

· Settings: all the protection and control applications have some sort of settings that need to be entered for device set-up or application tuning. This is done through interfaces between users and devices/applications

· Communications: intra station, inter station and enterprise wide communication interfaces need to be well defined for system-wide monitoring, control and protection applications to be interoperable

· Exchange of data and information among independent business entities: some monitoring, control and protection applications require an exchange interoperability across the entire ISO/RTO area

· User interfaces:  This area is not developed so far within the interoperability framework and yet it is critical when various applications are to be exchanged between substations, control centers, market operators, etc  
While the above list of barriers is worth noting, other key interfaces may still need to be identified through a more rigorous analysis of existing and new applications.  
3.6 Gap Analysis

It is strongly recommended that the gap analysis be performed by analyzing applications, both legacy and emerging rather than by analyzing the plethora of standards alone. It is absolutely crucial to understand and agree that the standards have to serve the needs of applications rather than the other way around. The following steps are suggested for gap analysis:

· Outline new needs in protection and control that are not met by the legacy solutions

· Envision emerging applications and compare the requirements with the ones from existing applications

· Define an architecture for data collection, storage, processing, communication and visualization

· Identify interoperability requirements at the level of data, information, applications and communications

· Map the existing standards to the new requirements and identify the standardization inconsistencies

· Specify standardization roadmap that will reconcile the existing and new standardization efforts

·  Target SDDO that need to be involved in developing/tuning standards covering the gaps

Suggest the coordination process for identifying and bridging the interoperability gaps

4 Grid-Wide Communications Infrastructure
4.1 Background

At the heart of wide-area monitoring and control capabilities for tomorrow’s Smart Grid is an extensive communications infrastructure that enables entities and devices to exchange messages and commands and, in turn, execute advanced applications. For Wide-Area Measurement, Protection, Automation and Control (WAMPAC), this grid-wide communication infrastructure will potentially need to carry large amounts of data and deliver it to requesting entities in a timely, reliable and secure manner. For the purposes of this white paper, the communication infrastructure covers information exchange on the transmission network between Substations, Balancing Authorities (BAs), Reliability Coordinators (RCs) and regulatory entities such as NERC. In other words, all communication except intra-substation communication is addressed here. Clearly, some of these communications take place today; e.g., over SCADA networks using DNP3, between BAs and RCs using ICCP. The focus here is to aim at the design and development of networking tools and technologies as well as message exchange protocols that enable advanced WAMPAC applications.

The communication infrastructure that carries application data can best be viewed as a layered architecture, for example, similar in approach to the OSI 7-layer model. For simplicity we identify five (5) loosely defined layers. 
· At the lowest level is the 1) Network Access Layer that comprises the traditional physical and data link layers of the OSI model. This layer defines the networking methods for local network links whereby hosts and devices typically communicate without the need for routers. 
· The next layer is the 2) Internetworking Layer that defines addressing and routing structures to enable data exchange across network boundaries. For the Internet this is the IP layer. 
· The next layer is the 3) Transport Layer, which constitutes the networking system between two network hosts, either on the local network or on remote networks separated by routers. The Transport Layer provides a uniform networking interface that hides the actual topology (layout) of the underlying network connections. This is where flow-control, error-correction, and connection protocols exist, such as TCP for the Internet. 

· The next layer is the 4) Middleware Layer, which is a software layer that that connects software components in distributed applications. This layer provides a set of services ranging from message delivery, data management, all the way to Quality of Service assurances and Cyber Security. 
· The top layer is the 5) Application Layer where higher-level protocols operate to provide syntactic and semantic information exchange between application end points.

4.2 High-Level Requirements/Capabilities

A range of WAMPAC applications drive the need for a modern and capable grid-wide communication infrastructure. These include (but are not limited to):

· Analysis of grid disturbances 

· Monitoring and visualization of grid state (e.g., current, voltage, frequency)

· State estimation

· Power system restoration

· Situational awareness and alarming

· Real-time controls

· Protection schemes using remote data

Various kinds of data and sources will be needed to support such applications and capabilities. These include Synchrophasor data generated by Phasor Measurement Units (PMUs), SCADA data, topology information and location information.  The communication infrastructure must deliver this data to wherever the applications are located in a timely and reliable manner. Similarly, protection and control commands will need to traverse the infrastructure to allow for wide-area real-time control capabilities.

A leading example of a wide-area communication infrastructure for WAMPAC applications is the North American SynchroPhasor Initiative Network (NASPInet) that is being designed today
 and is the only initiative in the US or elsewhere we are aware of to provide wide-area communications for the smart grid, especially smart transmission grids. NASPI’s mission is to improve power system reliability and visibility through wide area measurement and control. Key to achieving this are synchrophasors, which are precise grid measurements, obtained from PMUs. PMU measurements are taken at high-speed (e.g., 30 times per second) and time-stamped using GPS synchronized clocks. Time stamping allows synchrophasors from different utilities to be time-aligned (or “synchronized”) and combined together providing a precise and comprehensive view of the entire interconnection. The NASPI community is working to advance the deployment and use of networked PMUs, phasor data sharing, applications development and use, and research and analysis. Important applications today include wide-area monitoring, real-time operations, power system protection and control and forensic analysis of grid disturbances. 
4.3 Relevant Standards in Use

The grid-wide communication infrastructure has been in development for over a decade and has several standards in place already. We briefly review these standards many of which have been developed in the more general Information Technology and Internet domains. A discussion of these relevant standards is useful; however, we strongly believe that without adequate analysis these standards should not be assumed to apply to the Smart Grid. In fact, in most cases an adaptation will be needed. In this section we will demonstrate this with a few examples.

Network Access Layers standards. A range of wired and wireless network standards are being used today in the grid to provide connectivity. These include Ethernet (802.3), RS-232, SONET, DSL, FDDI, Token Ring, Fiber Channel, Frame Relay, Modem (V.34 and V.35), PPP, VLAN (802.1 Q), Wi-Fi (802.11) and WiMax (802.16). 

Internetworking Layer standards. At this layer the standards being used lie largely in the IPv4
 and IPv6
 and MPLS
 domains. Newer standards like SCTP show promise at this layer as well.

Transport Layer standards. Building on top of the internetworking layer the primary standards at this layer are UDP and TCP.

Middleware Layer standards. There is little to no use of middleware layer standards in use today. IEC 61970 is beginning to look at naming and addressing issues that belong at this layer for wide area networks.
Application Layer standards. The grid uses a range of data format, message exchange and network and information management standards at this layer. These include IEEE 1646, IEEE 60870-6 (ICCP), Modbus, DNP3, IEEE 61850, IEC 61970 (CIM), IEEE COMTRADE, IEEE 37.118 (Phasor Measurement), IRIG and Network Time Protocol.

Cyber Security standards. The grid uses both Internet and grid-specific cyber security standards today. Internet standards in use today include IPSec, TLS, Encryption (e.g., AES, RSA), Hash (e.g., SHA-1, SHA-256, HMAC), Digital Signature (e.g., DSS, DSA, RSA), Public Key Infrastructure (X.509), Wireless Security (e.g., WEP, WPA) as well as a range of FIPS
 standards covering these topics. Grid specific standards include NERC CIP, IEC 62351 (under development) and DNP3 Secure Authentication (under development).
Analysis of Internet Standards

Internet protocols provide a great degree of interoperability between IT systems today. This is true in part due to the fact that they are open, layered and flexible. However, in addition, they are supported by a range of standards that provide naming, addressing, location, security and QoS services. Without these supporting services the core standards would not be able to provide the needed interoperability. For example, the Domain Name System (DNS) is a standardized pervasive infrastructure that provides global naming, addressing and location services. Other such supportive services include Diffserv for QoS, TLS and PKI for security and NAT for address-space scalability.

In cases where Internet standards seem promising we argue that they need to be carefully evaluated for suitability for Smart Grid applications. Referring to the example above, deploying a DNS that works across the Smart Grid may be infeasible because it could lead to undesirable openness and unpredictable bandwidth usage. At the same time, deploying IP with static IP addressing and routes could prevent the Smart Grid from easily using scalable technologies like virtualization. Therefore, at the very least adaptations of existing standards and technologies shall be needed. These adaptations may come in the form of new standards and/or guidelines and best practices. Such adaptations were recently highlighted by an EPRI study that developed Digital Certificate Management techniques for Secure ICCP
.
4.4 Key Interoperability Goals and Barriers

The mission of the grid-wide communication infrastructure is to enable advanced applications. This can only be achieved if the infrastructure interoperates with the diverse systems, networks and tools of the grid. 

We break down the interoperability goals of the communication infrastructure into three main categories:

· Connectivity: these goals refer to the ability of the infrastructure to provide network connectivity between entities that need to exchange information. For example, in NASPInet network connectivity must be achieved between PMUs in a substation and applications at a RC that obtain data from those PMUs. Issues with connectivity arise at the Network Access, Internetworking and Transport Layers. That is, the infrastructure must provide adequate hardware and software interfaces so that grid entities can establish connections and exchange messages.

· Effectiveness: advanced WAMPAC applications need substantial information and context in order to effectively execute. These goals refer to the ability of the infrastructure to provide all the necessary information that satisfies application needs. For example, this would include monitoring and control data, message formats used for data representation, who the data is intended for, when the data was generated, where it came from, whether it has been modified in transit (and, if so, using which algorithms), how long the data is valid, etc. Issues for effectiveness arise at the Internetworking, Transport, Middleware and Application layers. The infrastructure must provide adequate formats, protocols, and interfaces so that grid entities can exchange complete information for application execution.

· Efficiency: the grid is a real-time system where a timely response is critical to ensure reliable and safe operation. These real-time aspects are critical for the advanced applications being envisioned. Therefore, the communication infrastructure must be highly efficient to deliver information in a timely manner. Furthermore, the demands on the infrastructure increase because of the scale of the envisioned Smart Grid – both in terms of number of entities that need to exchange information and the amount of information that needs to be exchanged. Issues for efficiency cut across all layers, as this is an end-to-end requirement.

In addition to these high-level interoperability goals there are two important crosscutting issues that impact these goals in a fundamental manner:

· Quality of Service (QoS): in any practical network that scales to the expected size of the smart grid there will be resource limitation issues that impact reliable and timely data delivery. In other words, it is not feasible to provision a network this size such that all data gets delivered as requested without the need for data administration. Resource limitation issues can lead to packet loss, data errors, latency delays, out-of-order delivery, bandwidth variations and network congestion, and jitter. Therefore, QoS instrumentation and guarantees are needed that manage and resolve these issues to ensure adequate quality of data delivery. The absence of QoS assurances impacts all of three interoperability goals. For example, severe congestion can impact connectivity, data errors can impact effectiveness and delays can impact efficiency. QoS is an end-to-end requirement; therefore, it impacts all five layers.

· Cyber Security: the grid is a critical infrastructure and a crucial national resource. It is and will continue to be an attack target for a range of adversaries – from novice individuals to nation states. The grid-wide communication infrastructure has the potential of becoming the focal point of these attacks and therefore must be adequately protected. Attacks may aim to disrupt operations or cause denial-of-service, eavesdrop on sensitive messages, or modify/insert messages. Adequate protection involves the establishment of confidential, trustworthy and available security properties and the system needed to adopt a protect-detect-respond framework to ensure the satisfaction of these properties. Cyber security is also an end-to-end requirement and therefore impacts all layers.
4.5 Key Interfaces

In order to enable interoperability in the system, key interfaces need to be provided. Interfaces can be viewed as abstractions of system components that enable these components to interact with each other in a well-defined manner. Furthermore, interfaces also allow each component to be individually modified without affecting other components. The following are types of interfaces that will be required in the Smart Grid:

· User interface: is the aggregate of means by which people—the users—interact with the system—a particular machine, device, computer program or other complex tool. The user interface provides means of input (allowing the users to manipulate a system) and output allowing the system to indicate the effects of the users' manipulation

· Physical interface: the interface between hardware components

· Software interface: the interface between software components

· Cyber-physical interface: the interface between a cyber component and a power system hardware component

· Network interface: the point of interconnection between components of the communication routing network. This includes the network card of a computer where the computer “interconnects” with the network, the routers where two networks connect as well as interconnections between multiple network technologies.

· Application Programming Interface (API): is a set of routines, data structures, object classes and/or protocols provided by libraries and/or operating system services in order to support the building of applications
· Service interface: is a set of routines or protocols provided by a service and accessed over the network

· Middleware interface: is an API or Service Interface that provides access to the Middleware. The middleware and its interface sits “in the middle” between application software and operating systems.
For the grid-wide communication infrastructure we now identify key interfaces that will be needed to overcome the interoperability barriers provided above. 

	Barrier
	Key Interface

	Connectivity
	· Cyber-physical interfaces that allow power system equipment to interact with the cyber system

· Network interfaces that allow entities to establish connectivity

· Network interfaces and APIs for libraries and/or services that allow entities to establish connections with appropriate naming, addressing and routing

	Effectiveness
	· Software interfaces, service interfaces and APIs that allow entities to exchange messages with appropriate naming and addressing functions (at the Application Layer)

· APIs for protocol libraries that allow exchange of messages satisfying application-specific information requirements

	Efficiency
	· Network interfaces that provide access to high-bandwidth, high-performance, low-latency networks

· APIs and software interfaces that allow protection/monitoring/control applications and devices to use the advanced networks

· Service interfaces and APIs to establish common time reference for the grid-wide system as well as to gauge the timeliness of data and events

	Quality of Service
	· Hardware and software interfaces that support QoS assurances (e.g., real-time, reservations and scheduling, prioritization) at computers/devices

· Network interfaces that support QoS assurances (e.g., real-time, reservations and scheduling, prioritization) in the network

· Middleware interface that provides end-to-end QoS delivery mechanisms (by building on multiple underlying transport and network protocols across the wide area system)

· Software interfaces and APIs that allow software applications to use Middleware capabilities 

	Cyber Security
	· Hardware interfaces for protecting secret keys and passwords

· Network interfaces and hardware/software interfaces for maintaining cyber security in the network (e.g., intrusion detection systems)

· APIs, service interfaces and software interfaces for use of cryptographic algorithms as well as for key management

· Middleware interface that provides end-to-end cyber security mechanisms

· User interfaces for cyber security monitoring


Table 1: Key interfaces for grid-wide communication infrastructure

4.6 Gap Analysis

It is clear that there is strong need for new specifications, standards, guidelines, best practices and other strategies for ensuring interoperability in the grid-wide communication infrastructure. These needs were clearly highlighted in the recent efforts to formulate a functional specification for NASPInet
.  In this section we analyze these and identify major gaps that must be bridged for interoperability. The following table identifies high-level requirements for class-based NASPI applications being envisioned today. These requirements will help guide our gap analysis.

	
	Class A
	Class B
	Class C
	Class D

	Latency
	Critical

<=100ms
	Fairly Critical

~ 1minute
	Somewhat Critical
1-5 sec
	Not Critical

	Reliability/ Availability
	Critical
	Somewhat Critical
	Not Critical
	Fairly Critical

	Accuracy
	Critical
	Somewhat Critical
	Not Critical
	Critical

	Time Alignment
	Critical
	Critical
	Somewhat Critical
	Not Critical

	Message Rate
	Critical

(30 – 240)/sec
	Somewhat Critical
 ~1 /sec
	Somewhat Critical
~ 1/sec
	Critical

30/sec

	Sample Application
	Small signal stability
	State estimation
	Situational Awareness
	Model Validation


Table 2: High-level class-based requirements for NASPI applications

Connectivity.  Network Access Layer technologies available today provide an adequate range of capabilities today to support WAMPAC applications of tomorrow. For example, Ethernet and Fiber standards and technologies are likely to be sufficient for low-level communication requirements of WAMPAC applications being envisioned today. However, the same cannot be said for the Internetworking and Transport Layer technologies that are essential for achieving interoperability goals for connectivity. Even at the Network Access Layer guidelines and best practices are needed to identify appropriate matching with application requirements. The following are major gaps in this area:

· Naming and addressing standards and technologies for wide-area messaging. As we discussed earlier that while IP technologies are reasonable for routed Smart Grid networks in general and the NASPI applications above in particular, the supporting naming and addressing services like DNS may not work as is. At the same time, assuming that static IP addresses will suffice is unrealistic. Furthermore, WAMPAC applications are likely to require multicast and broadcast communication in addition to traditional two-party communications, which imposes additional requirements on naming/addressing. For example, NASPInet aims to provide multicast messaging. Therefore, appropriate technologies need to be identified and standardized. Ongoing efforts for naming in 61970 standards may provide some initial results in this area. Furthermore, all technologies must be made available via appropriate libraries and services that have standardized APIs.

· For WAMPAC applications that require high streaming data transfer rates (e.g., NASPI monitoring applications that use PMU data) or large file transfers (e.g., NASPI post-event analysis with PMU data) transport mechanisms such as UDP and TCP may be insufficient.  Some of these limitations have also been observed for other Internet applications. To address these limitations the Stream Control Transmission Protocol
 (SCTP) is being developed and standardized. SCTP may have partial answers for addressing WAMPAC application needs. However, work is needed to analyze, identify, develop and standardize appropriate technologies.

Effectiveness and Efficiency.  Existing standards and technologies for data exchange have largely been design for local communications restricted to a Control Center or Utility network. They assume extraneous knowledge about the network (e.g., topology) as well as access to meta-data (e.g., identity and location information) and therefore are designed to conserve bandwidth and carry limited data. In wide area systems such extraneous information cannot be assumed. If that information needs to be provided by additional out-of-band means then those means would also need to be standardized and, further, the solution would still be inefficient. At the same time, carrying all of that information in regular data exchanges can lead to excessive bandwidth requirements and may delay processing as well. For example, the C37.118 standard for PMU data is geared toward efficient deliver of PMU data between two end points. It does not carry any information about the PMU source except for a GPS timestamp and a local identification number.  If this standard is used for wide-area NASPI applications then all information such as a global name for the PMU, its location, configuration, accuracy metrics and the network topology must be shared out of band. At the same time, carrying all of that information in each message (e.g., via extensions to 61850) would be clearly inefficient and expensive.
· For all standardized connectivity technologies (including those at the Network Access Layer) there is a need to develop appropriate guidelines and best practices for effective connectivity and message delivery.

· New protocols need to be designed and standardized that provide effective application execution but are also efficient in nature. For example, the use of object identifiers can be explored for efficient references to common parameters.

· Libraries and services need to be developed with standardized APIs that would allow applications to easily establish end-to-end connections and deliver data with appropriate content and information. This includes the ability to access high-speed networks for data delivery.

Quality of Service.  There are little to no standards in use in the grid today relating to QoS assurances especially in routed network communications. The only exception is the use of MPLS by certain carriers that provided limited QoS assurance for data delivered in Utility networks. In contrast, looking at the NASPI application class requirements it is clear that without end-to-end QoS assurances over wide-area networks these applications cannot be supported. Furthermore, some of the more stringent requirements in NASPI Classes A and B push the QoS envelope in any IT system in use today. The following are some major gaps in this area.

· There is a need to develop technologies and standards for delivery of data with 1) low latency (milliseconds to seconds in many cases), 2) high data delivery rates (e.g., 30 samples per second for PMU data today and perhaps as high as 240 samples per second in the future) with low jitter, 3) high data volumes, 4) high data availability (two “nines” to five or six “nine” of availability), 5) high data reliability (little to no data loss or errors) and 6) support for multicast.

· There is a need to develop standards for QoS assurances and levels that are appropriate for WAMPAC applications. 

· There is a need to develop middleware that provides end-to-end QoS delivery mechanisms with heterogeneous QoS assurances for different applications and networks.

· There is a need to develop standardized APIs that use this middleware for integrating QoS capabilities in applications.

Cyber Security.  Current approaches to cyber security on the grid focus largely on the use of Internet-based standards and only to a limited extent on grid-specific standards. However, these approaches are inadequate for future WAMPAC applications where extensive grid-specific technologies will be needed. For example, use of TLS to protect data exchange incurs high overhead of session establishment and is highly inefficient for protecting a subset of data exchanged (which is what is typically needed in the grid). Grid specific NERC CIP standards provide baseline security guarantees but do not yet address routed networks. While NERC CIP adopts a risk-based approach, the notion of risks, threats and vulnerabilities in the grid has not yet been formalized
. Ongoing development of grid-specific standards such as DNP3 Secure Authentication and IEC 62351 provide a good starting point but are not designed to address future needs. This gap is highlighted in the design of NASPInet where security requirement includes protection of multicast streaming data as well as network-wide intrusion detection and response capabilities. The following are major gaps in cyber security.

· There is a need to develop a standard risk assessment framework for WAMPAC applications

· There is a need to develop message exchange protocols that provide confidentiality, integrity and authentication and that are also efficient in nature. These security properties must build on sound and standardized cryptographic techniques.

· There is a need to develop key management technologies and standards suitable for WAMPAC applications. As discussed earlier, naïve use of PKI can lead to unanticipated problems like handling revocations. Instead, work on developing a PKI profile for Smart Grids can be promising.

· There is a need to develop libraries, middleware, and services with standardized APIs that can be used by applications for end-to-end security assurances.

· There is a need to develop technologies and standards for intrusion detection and response for WAMPAC applications and networks.
5 Data Storage, Data Access, and Data Analytics

5.1 Background

Data Storage happens in a utility context because utilities are required to store sensor and other data regarding events/disturbances for some time for post-event disturbance analysis. They also store it for later internal market and operations analysis and in a few cases (which seem to be growing) to share with university researchers.

Some of the data stored is a time-stamped series of data from a given source.  Clocks may be inaccurate except where GPS is used (and that can on occasion fail), which causes many problems.

Data Access is a set of APIs and mechanisms that allows applications to access the data storage.

Data analytics is the meaningful interpretation of data in order to turn it into useful information in order to support decision making.  
5.2 High-Level Requirements/Capabilities

5.2.1 Data Storage

In the efficient use of storage space it will be practical to indicate the use data is meant to perform and then downsample accordingly per each requirement. In order for this to be performed a full resolution archive must be created whose data is stored in such granularity that retrieval of individual measurements is possible. It is possible to perform a rolling window of compression on this data based on a metric of time un-accessed.  Lossless compression techniques must be implemented as it is imperative that no data loss is allowed in the attempt to regain space. The ratio concerning the importance of space to that of data is expected to become inverted as time progresses.   Compression may then serve to delay this inversion and promote a longer retention period.

It is important to emphasize that data storage requirements can grow quite quickly, and seem quite likely to do so in the next few years.  A big driver here is the rapidly increasing use of synchrophasor/PMU data, which even today has a much higher data rate than SCADA (30 Hz compared to 0.5 or 0.25 Hz).  Once better, managed data delivery services such as the proposed NASPInet are available this rate is likely to go up to at least 120 Hz (and IEEE-1646 says up to 240 Hz may be required).   There are a lot of other intelligent electronic devices (IEDs) in substations that provide data potentially useful to remote applications, but due the present limitations mentioned above they cannot go out of the substation.  Not all of the IED and PMU data needs to go far distances, so local storage is an option, however, studies are needed to understand the full magnitude of the issue.

Centralized storage should only be used for the long-term storage of data and its descriptors. In contrast, decentralized stores can be used to house the more recent and more highly sought data in order to affect the timely response to data requests.  In compliance with decentralized storage architecture, a standard metadata convention must be developed and maintained to permit transparency among the data stores. It is recommended that such metadata not be passed with the data itself but instead reside at the long term centralized storage center and periodically synced across the decentralized nodes based upon an update system initiated at the decentralized node which was affected.  This syncing must be done with a high degree of reliability (QoS) to prevent the propagation of network errors creating cascading mismatches in later data lookups.

In practical usage datacenter topology should be closely scrutinized for pertinent technologies and procedures as the phasor data storage problem will exhibit much the same characteristics as those presented by other large data retention concerns already being addressed. While the decentralized temporary storage nodes need not reflect this mentality it is necessary that the long term storage mechanism not be of the same architecture due to efficiencies of scale concerns.  For this reason it is recommended that the long term storage center utilize distributed computing platforms already in use, capitalizing on many inexpensive, easily replaceable servers as opposed to a few enormously expensive data “mainframes”.   Further, it is important that these data storage systems be architected carefully based on the pure frequency and scale of the data that will be analyzed.
5.2.2 Data Access

In order to utilize the stored data, a standard programmatic interface is necessary to access the approval mechanism and results repository. The programmatic interface is to include communication to the metadata stores as well as to the data itself while allowing the submittal of jobs to an availability queue.  Its capabilities should abstract the data retrieval layer allowing most work to be done in the implementation of the desired algorithm.  As recent data is likely to exist on the decentralized nodes any desired analytics of substantial size which cross nodal boundaries may require the movement of a copy to the centralized data store for aggregation and processing.  

The access approval mechanism is to allow interested parties varying degrees of visibility into the source data as approved by the data submitters.  This mechanism must outline what data may be operated upon and the level of visibility results will be given to outside entities once that operation is complete. It is assumed that the results of the data carry the same level of restriction as that of the original data unless specifically outlined by the data submitting party.

In order to prevent the inadvertent computation of similar jobs it is suggested that as many job results as possible be amassed into a Results Library with public viewable metadata to expose the intent of the job. The results, as discussed above, may or may not be provided publically as well as the details of the algorithm used.  An alternative mechanism would be to set up a system where results used by multiple applications are computed locally to the data and then pushed out as a new aggregate data variable that is subscribed to by those applications that require it.

It is recommended in the construction of this architecture that a distributed computing platform be considered for the processing of large jobs on the long term central data note in order to maximize in place execution and minimize the necessity for large amounts of data being passed over the network.
5.2.3 Data Analytics

Data analytic applications simply need access to the data storage via the data access mechanisms as outlined above.  There are currently no standards which manage the process of delivering data or access to and from/between analytics.
5.3 Relevant Standards in Use

For data storage, there are no standards in use in the electricity industry.  Data storage standards will become increasingly necessary as the data inflow between consumer and grid become more defined.

There are no comprehensive standards for data access.  There exists a “de facto” standard known as an SQL query. Database vendors have proprietary details that are not standardized and database schemas are also non-standardized. The OPC Historical Data Access (OPC-HDA) standard exists, and is in reasonably widespread use.  It seems to cover much of the space here, at least at a high level.   It has freeware associated with it including test suites.

Below is a table of technologies in use for data storage, data access, and data analytics; note that these are only general in nature and far from comprehensively standardized.

	
	Technology
	Benefits (of smart grid use)
	Drawbacks (of smart grid use)

	Data Storage
	System Area Networks / Network Attached Storage
	· Lower risk of data loss

· Speed
	· Price

· Single point of failure

· Not useable across WANs

· Non-parallelized architecture for concurrent I/O requests

	
	Distributed File Systems
	· Low price of non-commodity HW

· Parallelized architecture for concurrent I/O requests

· Processing speed

· Scalability
	· Complexity of management

· Power/cable management

	
	Centralized
	· Ease of management

· Easy data replication

· Ease of consistent sequencing
	· Single point of failure

· Cost to single provider/supporter

	
	Decentralized
	· Local storage for fast application access
	· Issues with configuration, management, maintenance

· Reliability

· Backups

	Data 

Access
	SQL
	· Programmatic and structured access
	· Potential scaling issues

· Complex queries

· Can be difficult to optimize

	
	OPC-HAD
	· (TBD)
	· (TBD)

	
	OLE-DB
	· (TBD)
	· (TBD)

	
	Hadoop
	· Distributed interface

· Programmatic

· Designed for scalability
	· Difficult to apply to some datasets

	Data Analytics
	Algorithmic Processing (genetic, neural, Baysian, Engineering concerns, ...)
	· Making useful conclusions to support informed decisions
	· A lot more data to delivery, process, and store.

· Algorithms are very complicated and thus CPU-intensive

	
	Standard visualization
	· Quick (relatively) reaction to emerging problem; based on polling rate can make a more informed decisions with much better.
	· A lot more data is needed; much more difficulty in filtering out what is related to present operations and what is irrelevant.  Issues here are data mining and data reduction.

	
	Data and metadata validity (quality)
	· Lots of benefits that you are looking at the right values: proof/evidence that a decision you are making is a good one.
	· Have to deal with correctly aligning meta-data

· With more data points, bad data can weight in too much and drown out a lot of better data coming in at a lower rate.

	
	Validation 

(proof of 

good design)
	· Lots of benefits that you are looking at the right values: proof/evidence that a decision you are making is a good one.
	· Data analytics allows for the processing/analyzing of the data to be separate from the delivering and storing of it.


Table 3: Technologies for Data Storage, Access, and Analytics
5.4 Key Interoperability Barriers

The following areas are key barriers to data interoperability:

Unwrapping the angles is when a power application receives PMU data (whose useful information is mainly a phase angle).  This data may be in either

1. 0-360 degrees

2. -∏ to +∏ degrees (that symbol is supposed to be “pi”)

3. The phasors can also be described in rectangular or polar coordinate systems (both of which of course require two data points).  Present standards do not let a power application know which of these is in a given packet/message from a given sensor.  In the more general case, the data from PMUs have standardization problems and little if any mechanism currently available to provide the metadata related to how they are configured or what they are reporting.  Note that as part of this interoperability would further be enhanced if the precision and reporting dynamics were included in the meta-data as well.

It would be very helpful to get the key meta-data to help out above by either being able to interrogate the device, or to look up in some CIM, to ascertain the phasor meta-data information above, in both dimensions (range and coordinate system).  (We note that OPC supports such interrogation).
Another key to interoperability seems to be it can be impossible to know for sure exactly what is in a packet/message coming from an arbitrary sensor. For example, the IEEE C37.118 standard is in wide use for representing phasor data and for transmitting it. It has two major data formatting problems, however.  First, the message slots are not standardized, so "slot 3" is voltage from meter vendor "A" and "slot 3" is longitude from meter vendor "B".  There is no metadata in a 37.118 header, so figuring out what the payload really contains is forced to be a manual task.  Second, if the 37.118 header is corrupted, the CRC (checksum) value can be corrupted with it in such a way that you don't realize that you got a bogus packet.  Thus if you are subtracting data C = A - B and A is at 20 Hz and B is at 30 Hz, they only line up three times per second.  The NASPI effort is trying to standardize on 30Hz for now, and it seems likely that beyond this multiples of 60 will be used, so this issue seems mainly to be with legacy equipment.  Hopefully as more PMUs are deployed they will use 30 or 60, not 10 or 20 Hz.
Another problem roughly in this area concerns time.  While UTC does not change for daylight time, its time representations are not smooth: it adjusts by a second four times per year to account for changes in the earth’s rotation.  When this happens, not all vendors’ hardware will skip forward a second, and those that do often do not do at the same time.  So big parts of the data can be a second off from other data taken at the same time, which four times a year causes problems.   There thus would be benefit to have a standard way by which time is represented.  The idea could be to use GPS time (which is smooth).  GPS clocks are always present where synchrophasors are fielded, but not always readily available at the substation or control center.  

5.5 Key Interfaces

The interfaces in this area need to be browseable, that is the tree of data types can be browsed and exact typing information quickly found.  Today this can be a very tedious and error-prone process. 

Data compression is important.  With the fast rise in PMUs providing 30-240 samples per second, a lot of data is stored.  A key misperception seems to be that there is only lossless and lossy data compression (the latter losing information, e.g., video compression always does this).  There is an intermediate level, however, that most seem to be unaware of that offers some hope to help manage this area.  A key observation here is that PMU devices (and any other sensor) have a finite level of accuracy and precision.  Thus, what might be called practical lossless compression (or perhaps accuracy-preserving lossless compression) is possible here.  That is, as long as the compression keeps more than the accuracy and precision inherent in the data, it is as computationally useful as if it stored the entire original data.  Further, reporting by exception (only sending a data value when it changes, either any or more than a given amount) could also potentially be quite helpful.  However, in its raw form it could add an unbounded amount of traffic during a contingency, and interfere with real-time data delivery at a time that this data was needed most.  Thus, aggregation techniques would have to be done (possibly with default values provided by a CIM) in order for reporting by exception to be acceptable to utilities.

There is a large gap between what the OPC-UA currently provides for and what the smart grid needs.  More analysis is needed to identify the pieces of this gap before standardization could be considered.

A better understanding of the resolution for following issues will help in accommodating data/data storage standards :

· How much data needs to be stored?

· How should data be backed up for disaster recovery?

· What should the level of detail and granularity be for the data?

· How fast should data stream from a given real-time data sensor?

· How fast should data stream from data storage for offline analysis (c.f. Data Storage above).

Time alignment issues are critical to data usefulness. Efforts are needed to determine best practices in time alignment which can serve as pre-standardization knowledge for a new standard.

Finally, the meta-data mentioned above is a key interface to support.  If power applications were able to interrogate such a meta-data repository that would help ease the burden of power application programmers and make them more robust.  

5.6 Gap Analysis

There seems to be a lot of work that has to be done before most standards that might fall in this area could possibly be done.  For example, there does not seem to be any consensus on what services are needed in this space.  That kind of high-level architecture work would be very necessary to begin to gain pre-standardization interoperability experience/knowledge.  At the very least, however, this would include an analysis of how existing meta-data standards for the internet could be extended to provide the finer-grained meta-data that PMUs require.

The OPC Foundation (www.opcfoundation.org) is one example of a standard that seems to cover much of the space, and its membership includes virtually 100% of those in this sector.   Its Unified Architecture (OPC-UA) claims to support vendor neutrality. Large parts of it have been approved by 18 participating countries for IEC standardization.

Naming issues of data across utilities needs to be standardized so globally unique names can be created that are human-readable yet efficient to implement.  This naming has to be standardized across more than just data storage, data access, and data analytics: it must include wide-area monitoring and most or all other areas in this report.
6 Recommendations/Conclusions

� � HYPERLINK "http://www.naspi.org" ��www.naspi.org�. NASPI is a collaborative effort between the U.S. Department of Energy, the North American Electric Reliability Corporation, and North American electric utilities, vendors, consultants, federal and private researchers and academics. NASPI activities are funded by DOE and NERC, and by the voluntary efforts of many industry members and experts.


� http://www.ietf.org/rfc/rfc0791.txt


� http://tools.ietf.org/html/rfc2460


� http://www.ietf.org/html.charters/mpls-charter.html


� http://csrc.nist.gov/publications/PubsFIPS.html


� H. Falk, M. Eick, L. Voss, “Secure ICCP(TASE.2) Digital Certificate Management”, EPRI Technical Report, December 2008, Product ID 1018285. Available at www.epri.com.


� http://www.netl.doe.gov/business/solicitations/NASPI/index.html


� http://www.sctp.org/


� Terry Fleury, Himanshu Khurana and Von Welch, “Towards a Taxonomy of Attacks Against Energy Control Systems”, in the Second Annual IFIP Working Group 11.10 International Conference on Critical Infrastructure Protection, Arlington, Virginia, USA March 16 - 19, 2008.
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